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#### Abstract

This paper investigates the computational complexity of deciding if a given finite algebra is an expansion of a semilattice. In general this problem is known to be EXP-TIME complete, and we show that even for idempotent algebras, this problem remains hard. This result is in contrast to a series of results that show that similar decision problems turn out to be tractable.


## 1. Introduction

In this paper we investigate the computational complexity of deciding if a given finite algebra is an expansion of a semilattice. That is, the problem of deciding if an algebra has a binary term operation $x \wedge y$ such that the following equations hold:

$$
\begin{aligned}
x \wedge x & \approx x \\
x \wedge y & \approx y \wedge x \\
x \wedge(y \wedge z) & \approx(x \wedge y) \wedge z
\end{aligned}
$$

This type of existential condition on the set of term operations of an algebra is known as a strong Maltsev condition. Maltsev conditions play a central role in the classification of algebraic structures and the equational classes that they determine, and have been studied intensively over the past several decades [8, 12]. More recently, attention has been given to computational issues related to Maltsev conditions and deep connections with well-studied combinatorial problems have been developed [2]. In some instances, efficient polynomial-time algorithms for deciding if a given Maltsev condition is satisfied by a finite algebra have been found and implemented [6, 7, 14].

To simplify the exposition, we will use the following as a working definition of a strong Maltsev condition.
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Definition 1.1. A strong Maltsev condition $\Sigma$ consists of a finite sequence of function symbols $d_{1}, \ldots, d_{k}$ and a finite set of equations involving them. An algebra A satisfies $\Sigma$ if it has a sequence of term operations $f_{1}, \ldots, f_{k}$, with the arity of $f_{i}$ equal to the arity of $d_{i}$, for $1 \leq i \leq k$, such that the given equations are satisfied by $\mathbf{A}$ after substituting $f_{i}$ for $d_{i}$, for $1 \leq i \leq k$.

So the property of having a binary term that satisfies the semilattice equations is an example of a strong Maltsev condition.

Example 1.2. The strong Maltsev condition CD(4) consists of three ternary function symbols $d_{1}, d_{2}, d_{3}$ along with the equations:

$$
\begin{aligned}
d_{1}(x, x, y) & \approx x \\
d_{1}(x, y, y) & \approx d_{2}(x, y, y) \\
d_{2}(x, x, y) & \approx d_{3}(x, x, y), \\
d_{3}(x, y, y) & \approx y, \\
d_{i}(x, y, x) & \approx x, \text { for } i=1,2,3
\end{aligned}
$$

In [1] it is shown that if $\mathbf{L}=\langle L, \wedge, \vee\rangle$ is a lattice, then the algebra $\langle L, x \wedge(y \vee z)\rangle$ satisfies $\mathrm{CD}(4)$. In [10] Jónsson shows that if an algebra A satisfies this condition then it generates a variety that is congruence distributive. In [7] it is shown that deciding if a given finite algebra satisfies CD(4) is EXP-TIME complete, while in [11] it is shown that for finite idempotent algebras, there is a polynomial-time algorithm to decide it.

This example is typical in that it turns out that for many familiar strong Maltsev conditions, deciding if a finite algebra satisfies it is an EXP-TIME complete problem [7, 9]. On the other hand when restricted to finite idempotent algebras the decision problems become tractable [7, 9, 11.

Note that if $\Sigma$ is a strong Maltsev condition, then there will always be an EXP-TIME algorithm to decide if a given finite algebra $\mathbf{A}$ satisfies it. One need only construct the set of at most $n$-ary term operations of $\mathbf{A}$, where $n$ is the largest arity of the function symbols that appear in $\Sigma$, and check to see if there are term operations in this set that can be used to witness $\Sigma$. For a fixed $n$, this set of operations can be constructed by an algorithm whose run time can be bounded by an exponential function in the size of $\mathbf{A}$.

The types of strong Maltsev conditions for which complexity results have been obtained satisfy two additional conditions: idempotency and linearity. An operation $f(\bar{x})$ on a set $A$ is idempotent if $f(a, a, \ldots, a)=$
$a$ for all $a \in A$. An algebra is idempotent if all of its term operations are, and a strong Maltsev condition $\Sigma$ is idempotent if its equations imply that all of the associated operations are idempotent. A strong Maltsev condition is linear if its equations do not involve compositions of operations. So, the strong Maltsev condition of having a semilattice term operation is idempotent but not linear, while the condition $C D(4)$ is both idempotent and linear.

It is natural to wonder whether the condition of having a semilattice term operation is equivalent to a linear strong Maltsev condition. Using the criterion from Theorem 2.1 of [13] it can be shown, without too much effort, that it is not. We note that this result has been independently observed by several researchers.

In [11] it is conjectured that if $\Sigma$ is a strong, idempotent, linear Maltsev condition then there is a polynomial time algorithm to decide if a finite idempotent algebra satisfies it. In that paper, and also in [14], the polynomial-time algorithms produced involve checking if there are enough "local versions" of the terms from $\Sigma$. It is shown that for certain types of Maltsev conditions, this will imply the satisfaction of $\Sigma$.

Example 1.3. A Maltsev term operation for an algebra $\mathbf{A}$ is a term operation $p(x, y, z)$ that satisfies the equations

$$
p(y, x, x) \approx y \text { and } p(x, x, y) \approx y
$$

In [9] it is shown that a finite idempotent algebra $\mathbf{A}$ will have a Maltsev term operation if and only if for every set of elements $S=\{a, b, c, d\} \subseteq$ $A$ there is a term operation $p_{S}(x, y, z)$ such that $a=p_{S}(a, b, b)$ and $p_{S}(c, c, d)=d$. So, to decide if $\mathbf{A}$ has a Maltsev term operation, one need only check, for each 4 element subset $S$ of $A$, if a term operation $p_{S}$ as above exists. This is equivalent to checking if the pair $(a, d)$ is in the subuniverse of $\mathbf{A}^{2}$ generated by $\{(a, c),(b, c),(b, d)\}$. By [7], this test can be carried out by an algorithm whose run-time can be bounded by a polynomial in the size of $\mathbf{A}$.

In the next section we will show that no such local term testing algorithm can exist for deciding if a finite idempotent algebra has a semilattice term operation, while in Section 3 we show that testing for a flat semilattice term operation can be accomplished in this manner. In Section 4, we prove that there is no polynomial-time algorithm of any type to decide if a finite idempotent algebra has a semilattice term operation, and in fact show that this problem is EXP-TIME complete.

For background on the basic algebraic notions mentioned in this work, the reader may consult [5] or [3].

## 2. Local Semilattice term operations

In this section we show that it is not sufficient for a finite idempotent algebra to have enough term operations that act locally as semilattice operations in order to conclude that it has an actual semilattice term operation. For each $n>2$ we present a finite idempotent algebra $\mathbf{A}_{n}$ that does not have a semilattice term operation but such that for each subset of size $n-1$ there is a term operation that when restricted to the subset satisfies the semilattice equations.

The existence of such a family of finite idempotent algebras rules out the possibility of there being a polynomial time algorithm for deciding if a finite idempotent algebra has a semilattice term operation that is based on checking for enough local semilattice term operations. This is in contrast to the situation for many strong, idempotent, linear Maltsev conditions [7, 11].

For integers $n$ and $i$ with $0 \leq i<n$, define $b_{i}(x, y)$ to be the following operation on the set $\{0,1,2, \ldots, n-1\}$ :

$$
b_{i}(x, y)= \begin{cases}i & \text { if }\{x, y\}=\{i-1, i\} \\ \max _{i}(x, y) & \text { otherwise }\end{cases}
$$

where the operation $\max _{i}(x, y)$ selects the largest of the two elements $x$ and $y$ with respect to the linear order

$$
i<i+1<\cdots<n-1<0<1 \cdots<i-1
$$

In the case $i=0, i-1$ is set to $n-1$ in the above. Note that $b_{i}$ is a commutative idempotent operation. In fact it is conservative: $b_{i}(x, y) \in$ $\{x, y\}$ for all $x, y$. Further, the restriction of $b_{i}$ to $\{0,1, \ldots, n-1\} \backslash\{i\}$ (or to $\{0,1, \ldots, n-1\} \backslash\{i-1\}$ ) is a semilattice operation with respect to the $\max _{i}$ linear order.

For $n>2$, define $\mathbf{A}_{n}$ to be the algebra with universe $\{0,1,2, \ldots, n-$ $1\}$ with basic operations $b_{0}, b_{1}, \ldots, b_{n-1}$. Then by construction $\mathbf{A}_{n}$ is an idempotent algebra such that for every subset $S$ of size $n-1$ there is a binary term operation of $\mathbf{A}_{n}$ whose restriction to $S$ is a semilattice operation.

In fact $\mathbf{A}_{n}$ is a conservative algebra: if $f\left(x_{1}, \ldots, x_{k}\right)$ is a term operation of $\mathbf{A}_{n}$ then $f\left(a_{1}, \ldots, a_{k}\right) \in\left\{a_{1}, \ldots, a_{k}\right\}$ for all $a_{i} \in A$.

We show that in spite of having plenty of "local" semilattice term operations, the algebra $\mathbf{A}_{n}$ does not have a semilattice term operation. This result is a consequence of the following lemma.
Lemma 2.1. Let $n>2$ and $b(x, y)$ a binary term of $\mathbf{A}_{n}$. If $b^{\mathbf{A}_{n}}(x, y)$ is not equal to one of the binary projection maps $\pi_{1}(x, y)$ or $\pi_{2}(x, y)$ then $b^{\mathbf{A}_{n}}(i, i+1)=i+1 \bmod n$ for all $0 \leq i<n$.

Proof. We prove this by induction on the length of the term $b(x, y)$. If $b$ is just a projection term, there is nothing to prove. So, we may assume that $b(x, y)=b_{i}\left(s_{1}(x, y), s_{2}(x, y)\right)$ for some $i$ and some shorter binary terms $s_{1}$ and $s_{2}$. By symmetry, we may assume that $i=0$. If $s_{1}^{\mathbf{A}_{n}}$ and $s_{2}^{\mathbf{A}_{n}}$ are both projection operations, then $b^{\mathbf{A}_{n}}(x, y)$ is equal to one of the operations $b_{0}(x, x)=x, b_{0}(y, y)=y$, which are both binary projection operations, or to $b_{0}(x, y)$. In the latter case, it can be readily seen that $b_{0}(i, i+1)=i+1 \bmod n$ for all $i$.

If one of $s_{1}^{\mathbf{A}_{n}}(x, y)$ or $s_{2}^{\mathbf{A}_{n}}(x, y)$ is not a projection operation, then since $b_{0}$ is commutative, we may assume that $s_{2}^{\mathbf{A}_{n}}(x, y)$ is not a projection. Then by induction, for any $i, s_{2}^{\mathbf{A}_{n}}(i, i+1)=i+1 \bmod n$ and so $b^{\mathbf{A}_{n}}(i, i+1)$ is equal to $b_{0}(i, i+1)=i+1 \bmod n$, or to $b_{0}(i+1, i+1)=i+1 \bmod n\left(\right.$ since $s_{i}^{\mathbf{A}_{n}}$ is a conservative operation). Thus, in all cases we have shown that $b^{\mathbf{A}_{n}}(i, i+1)=i+1$.

Theorem 2.2. For any $n>2$, the algebra $\mathbf{A}_{n}$ does not have a semilattice term operation.

Proof. If $x \wedge y$ is a semilattice term operation of $\mathbf{A}_{n}$, then it is not a projection operation and so from the previous lemma we know that $i \wedge(i+1)=i+1 \bmod n$ for all $i$. In terms of the semilattice ordering determined by the operation $\wedge$, this translates to $i>i+1 \bmod n$. Applying transitivity and using that we are operating modulo $n$, we reach the contradiction that $0>0$.

## 3. Flat semilattices

In this section we show that there is a polynomial-time algorithm to determine if a given finite idempotent algebra has a flat semilattice term operation, i.e., a binary term operation $b\left(x_{0}, x_{1}\right)$ and an element $0 \in A$ such that $b(a, a)=a$ for all $a \in A$ and $b\left(a, a^{\prime}\right)=0$ for all $a$, $a^{\prime} \in A$ with $a \neq a^{\prime}$. The element 0 is called an absorbing element for the operation $b$. This is in contrast to the non-idempotent case. In [7] it is shown that in general, testing for such a binary term in a finite algebra is an EXP-TIME complete problem.

We first show that there is a polynomial-time algorithm to determine, given a finite idempotent algebra $\mathbf{A}$ and an element $0 \in A$, if there is a binary term operation $b\left(x_{0}, x_{1}\right)$ of $\mathbf{A}$ such that $b(0, a)=b(a, 0)=0$ for all $a \in A$.

Definition 3.1. Let $\mathbf{A}$ be a finite idempotent algebra and let $0, u$, $v \in A$. For any $S \subseteq A \times\{\mathbf{0}, \mathbf{1}\}$, we say that a term operation $b\left(x_{0}, x_{1}\right)$ of $\mathbf{A}$ is local for $S$ and $(u, v)$ if:

- $b(a, 0)=0$ whenever $(a, \mathbf{0}) \in S$,
- $b(0, a)=0$ whenever $(a, \mathbf{1}) \in S$, and
- $b(u, v)=0$.

Lemma 3.2. Let A be a finite idempotent algebra and let $0 \in A$. Then for all $(u, v) \in A^{2}$ with $u \neq v$, A has a binary term operation $b_{(u, v)}(x, y)$ such that for all $a \in A$,

$$
b_{(u, v)}(0, a)=b_{(u, v)}(a, 0)=b_{(u, v)}(u, v)=0
$$

if and only if for each $\left(a_{0}, a_{1}\right),(c, d) \in A^{2}$ with $c \neq d$, A has a term operation $b\left(x_{0}, x_{1}\right)$ that is local for $\left\{\left(a_{0}, \boldsymbol{\theta}\right),\left(a_{1}, \boldsymbol{1}\right)\right\}$ and $(c, d)$.
Proof. Suppose that for all $(u, v) \in A^{2}$ with $u \neq v, \mathbf{A}$ has a binary term operation $b_{(u, v)}(x, y)$ such that for all $a \in A$,

$$
b_{(u, v)}(0, a)=b_{(u, v)}(a, 0)=b_{(u, v)}(u, v)=0
$$

Then for any $\left(a_{0}, a_{1}\right),(c, d) \in A^{2}$ with $c \neq d$, the term $b_{(c, d)}\left(x_{0}, x_{1}\right)$ is local for $\left\{\left(a_{0}, \mathbf{0}\right),\left(a_{1}, \mathbf{1}\right)\right\}$ and $(c, d)$ since it is local for $A \times\{\mathbf{0}, \mathbf{1}\}$ and $(c, d)$.

Conversely, suppose that for each $\left(a_{0}, a_{1}\right),(c, d) \in A^{2}$ with $c \neq d$, A has a term operation $b\left(x_{0}, x_{1}\right)$ that is local for $\left\{\left(a_{0}, \mathbf{0}\right),\left(a_{1}, \mathbf{1}\right)\right\}$ and $(c, d)$. We will prove by induction on the size of $S \subseteq A \times\{\mathbf{0}, \mathbf{1}\}$, that for any $(c, d) \in A^{2}$, with $c \neq d, \mathbf{A}$ has a term operation that is local for $S$ and $(c, d)$.
By assumption, this condition holds when $|S|=1$.
Suppose that $|S|>1$ and assume that the condition holds for all sets that are smaller in size than $S$. If $S$ is of the form $\left\{\left(a_{0}, \mathbf{0}\right),\left(a_{1}, \mathbf{1}\right)\right\}$ for some elements $a_{0}, a_{1} \in A$ then by assumption the condition holds for $S$. Otherwise, there must be elements $a, a^{\prime} \in A$ such that $a \neq a^{\prime}$ and either $\left\{(a, \mathbf{0}),\left(a^{\prime}, \mathbf{0}\right)\right\} \subseteq S$ or $\left\{(a, \mathbf{1}),\left(a^{\prime}, \mathbf{1}\right)\right\} \subseteq S$. Without loss of generality, we may assume that the former holds. Let $S^{\prime}=S \backslash\{(a, \mathbf{0})\}$ and let $b^{\prime}\left(x_{0}, x_{1}\right)$ be a term operation of $\mathbf{A}$ that is local for $S^{\prime}$ and $(c, d)$. Let $b\left(x_{0}, x_{1}\right)$ be a term operation of $\mathbf{A}$ that is local for the set

$$
\{(w, \mathbf{1}) \mid(w, \mathbf{1}) \in S\} \cup\left\{\left(b^{\prime}(a, 0), \mathbf{0}\right)\right\}
$$

and the pair $(0, d)$. By our induction hypothesis, the term operations $b^{\prime}$ and $b$ are guaranteed to exist.

Let $t\left(x_{0}, x_{1}\right)=b\left(b^{\prime}\left(x_{0}, x_{1}\right), x_{1}\right)$. We claim that $t$ is local for $S$ and $(c, d)$. To see this, let $(w, \mathbf{1}) \in S$. Then

$$
t(0, w)=b\left(b^{\prime}(0, w), w\right)=b(0, w)=0
$$

since both $b$ and $b^{\prime}$ are local for $\{(w, \mathbf{1})\}$. If $(w, \mathbf{0}) \in S$ with $w \neq a$, then

$$
t(w, 0)=b\left(b^{\prime}(w, 0), 0\right)=b(0,0)=0
$$

since $b^{\prime}$ is local for $\{(w, \mathbf{0})\}$ and $b$ is idempotent. Finally,

$$
t(a, 0)=b\left(b^{\prime}(a, 0), 0\right)=0
$$

and

$$
t(c, d)=b\left(b^{\prime}(c, d), d\right)=b(0, d)=0,
$$

since $b^{\prime}$ is local for $(c, d)$ and $b$ is local for $\left\{\left(b^{\prime}(a, 0), \mathbf{0}\right)\right\}$ and $(0, d)$.
By induction, we can conclude that for any $(u, v) \in A^{2}$ with $u \neq v$, A has a binary term operation $b_{(u, v)}\left(x_{0}, x_{1}\right)$ that is local for $A \times\{\mathbf{0}, \mathbf{1}\}$, i.e., that for all $a \in A$,

$$
b_{(u, v)}(0, a)=b_{(u, v)}(a, 0)=b_{(u, v)}(u, v)=0
$$

Corollary 3.3. The problem of deciding, given a finite idempotent algebra $\mathbf{A}$ and an element $0 \in A$, if for all $(u, v) \in A^{2}$ with $u \neq v, \mathbf{A}$ has a binary term operation $b_{(u, v)}(x, y)$ such that for all $a \in A$,

$$
b_{(u, v)}(0, a)=b_{(u, v)}(a, 0)=b_{(u, v)}(u, v)=0
$$

is in the complexity class P .
Proof. Given idempotent $\mathbf{A}$ and $0 \in A$, to determine if such term operations exist we need only verify the local condition of the previous Lemma. That is, we need to check, given two elements $\left(a_{0}, \mathbf{0}\right)$ and $\left(a_{1}, \mathbf{1}\right)$ from $A \times\{\mathbf{0}, \mathbf{1}\}$ and some pair $(c, d)$ from $A^{2}$ with $c \neq d$, that there is a binary term operation $b\left(x_{0}, x_{1}\right)$ of $\mathbf{A}$ such that $b\left(a_{0}, 0\right)=0$, $b\left(0, a_{1}\right)=0$, and $b(c, d)=0$. This amounts to checking, for each $a_{0}, a_{1}$, $c, d \in A$ that the tuple $(0,0,0)$ lies in the subuniverse of $\mathbf{A}^{3}$ generated by $\left\{\left(a_{0}, 0, c\right),\left(0, a_{1}, d\right)\right\}$. By [7] we know that this can be carried out via an algorithm that runs in time bounded by a polynomial in the size of $\mathbf{A}$.

Theorem 3.4. The problem of deciding, given a finite idempotent algebra A, whether or not it has a flat semilattice term operation, is in P.

Proof. We will show that A will have such a term operation, with $0 \in A$ as its absorbing element, if and only if for each $(u, v) \in A^{2}$ with $u \neq v$ there is a term operation $b_{(u, v)}\left(x_{0}, x_{1}\right)$ of $\mathbf{A}$ such that for all $a \in A$,

$$
b_{(u, v)}(0, a)=b_{(u, v)}(a, 0)=b_{(u, v)}(u, v)=0
$$

Of course, if $\mathbf{A}$ has a flat semilattice term operation $b\left(x_{0}, x_{1}\right)$ with absorbing element 0 then this condition can be seen to hold by setting $b_{(u, v)}\left(x_{0}, x_{1}\right)=b\left(x_{0}, x_{1}\right)$ for all $(u, v) \in A^{2}$ with $u \neq v$.

Conversely, assuming that the above condition holds, we will show by induction on the size of $S \subseteq A^{2} \backslash\{(a, a) \mid a \in A\}$ that $\mathbf{A}$ has a term
operation $b_{S}\left(x_{0}, x_{1}\right)$ such that $b_{S}(0, a)=b_{S}(a, 0)=0$ for all $a \in A$ and $b_{S}(u, v)=0$ for all $(u, v) \in S$.

By assumption this condition holds for any $S$ with $|S|=1$. Suppose that $|S|>1$ and assume that the condition holds for all sets that are smaller in size than $S$. We can write $S$ as $S^{\prime} \cup\{(u, v)\}$ for some $S^{\prime} \subset S$ and $u \neq v \in A$ with $(u, v) \notin S^{\prime}$.

Let $b_{S^{\prime}}\left(x_{0}, x_{1}\right)$ be a term operation of $\mathbf{A}$ that satisfies the condition for the set $S^{\prime}$ and let $b_{(u, v)}\left(x_{0}, x_{1}\right)$ be a term operation that satisfies the condition for the set $\{(u, v)\}$. By the induction hypothesis $b_{S^{\prime}}$ exists and by assumption $b_{(u, v)}$ exists. Let

$$
b\left(x_{0}, x_{1}\right)=b_{S^{\prime}}\left(b_{S^{\prime}}\left(x_{0}, x_{1}\right), b_{(u, v)}\left(x_{0}, x_{1}\right)\right) .
$$

Then for $(c, d) \in S^{\prime}$,

$$
b(c, d)=b_{S^{\prime}}\left(b_{S^{\prime}}(c, d), b_{(u, v)}(c, d)\right)=b_{S^{\prime}}\left(0, b_{(u, v)}(c, d)\right)=0
$$

and

$$
b(u, v)=b_{S^{\prime}}\left(b_{S^{\prime}}(u, v), b_{(u, v)}(u, v)\right)=b_{S^{\prime}}\left(b_{S^{\prime}}(u, v), 0\right)=0 .
$$

Finally, for $a \in A$,

$$
b(0, a)=b_{S^{\prime}}\left(b_{S^{\prime}}(0, a), b_{(u, v)}(0, a)\right)=b_{S^{\prime}}(0,0)=0
$$

and

$$
b(a, 0)=b_{S^{\prime}}\left(b_{S^{\prime}}(a, 0), b_{(u, v)}(a, 0)\right)=b_{S^{\prime}}(0,0)=0
$$

By induction we can conclude that $\mathbf{A}$ will have a binary term operation that satisfies the condition for $S=A^{2} \backslash\{(a, a) \mid a \in A\}$. Such an operation is a flat semilattice operation on $A$ with absorbing element 0.

We can now use Corollary 3.3 to show that there is a polynomial time algorithm to determine, for a given $0 \in A$, if $\mathbf{A}$ has a flat semilattice term operation with absorbing element 0 . To determine if $\mathbf{A}$ has such an operation for some $0 \in A$, we need only run this algorithm at most $|A|$ times.

## 4. A hardness result

In this section we show that the problem of deciding if a finite idempotent algebra has a semilattice term operation is EXP-TIME complete. We first show that the following decision problem is EXP-TIME complete:
BOUNDED-SEMILATTICE: Given a finite idempotent algebra $\mathbf{A}$ and element $1 \in A$, is there a binary term operation $x \wedge y$ of $\mathbf{A}$ such that $\langle A, \wedge, 1\rangle$ is a bounded semilattice, i.e., $\langle A, \wedge\rangle$ is a semilattice and $a \wedge 1=1 \wedge a=a$ for all $a \in A$ ?

Our proof of the hardness of BOUNDED-SEMILATTICE will actually show that the problem of deciding whether a given finite idempotent algebra has an element 1 and a binary term operation $b(x, y)$ such that $b(x, 1)=b(1, x)=x$ holds for all elements $x$ is an EXP-TIME complete problem.

To obtain our result, we reduce the clone membership problem to BOUNDED-SEMILATTICE. From [4] and [7] we know that the following version of clone membership is EXP-TIME complete.

GEN-CLO': Given a finite set $A$, a finite set of operations $\mathcal{F}$ on $A$ and a unary operation $h$ on $A$, is $h$ in the clone on $A$ generated by $\mathcal{F}$ ?

Theorem 4.1. The problem BOUNDED-SEMILATTICE is EXP-TIME complete.

Proof. We prove this theorem by reducing GEN-CLO' to BOUNDEDSEMILATTICE. Let $\langle A, \mathcal{F}, h(x)\rangle$ be an instance of GEN-CLO' and let $A^{\prime}=A \cup\{0,1\}$ for two distinct elements 0,1 that are not in $A$. Without loss of generality, we may assume that $\mathcal{F}$ contains the unary identity function on $A$. Let $\leq$ be the partial order on $A^{\prime}$ with $0<a<1$ for all $a \in A$ and such that any two elements of $A$ are incomparable. Let $x \wedge y$ be the bounded meet semilattice operation with respect to this ordering.

For $g\left(x_{1}, \ldots, x_{k}\right)$ a $k$-ary operation on $A$, define $g^{\prime}\left(x_{1}, \ldots, x_{k}, y\right)$ to be the following $(k+1)$-ary operation on $A^{\prime}$ :

$$
g^{\prime}\left(x_{1}, \ldots, x_{k}, y\right)= \begin{cases}g\left(x_{1}, \ldots, x_{k}\right) & \text { if }\left\{x_{1}, \ldots, x_{k}\right\} \subseteq A \text { and } y=1 \\ y & \text { if } x_{i}=y \text { for all } 1 \leq i \leq k \\ 0 & \text { otherwise }\end{cases}
$$

Define $t_{h}(x, y, z)$ on $A^{\prime}$ as follows:

$$
t_{h}(x, y, z)= \begin{cases}x \wedge y, & \text { if } z=h^{\prime}(x, y) \\ 0, & \text { otherwise }\end{cases}
$$

Note that $t_{h}$ can be described as the ternary idempotent operation on $A^{\prime}$ such that for $a \in A, t_{h}(a, 1, h(a))=t_{h}(1, a, 0)=a$ and is equal to 0 in all other cases not covered by idempotency.

Let $\mathbf{A}^{\prime}$ be the algebra with universe $A^{\prime}$ and with basic operations $t_{h}(x, y, z)$ and $f^{\prime}$, for all $f \in \mathcal{F}$. Note that $\mathbf{A}^{\prime}$ is an idempotent algebra, and it can be constructed from the given instance of GEN-CLO' by an algorithm whose run time can be bounded by a polynomial in the size of the instance. Observe that the basic operations of $\mathbf{A}^{\prime}$ depend on all of their variables. We will show that $\langle A, \mathcal{F}, h(x)\rangle$ is a "yes" instance
of GEN-CLO' if and only if $\mathbf{A}^{\prime}$ and 1 is a "yes" instance of BOUNDEDSEMILATTICE.

Claim 4.2. Let $t\left(x_{1}, \ldots, x_{k}\right)$ be a term operation of $\mathbf{A}^{\prime}$ and let $u_{i} \in A^{\prime}$ for $1 \leq i \leq k$.
(1) $A \cup\{0\}$ and $\{0,1\}$ are subuniverses of $\mathbf{A}^{\prime}$ and the element 0 is an absorbing element in both of these subuniverses (but not in $A^{\prime}$ ).
(2) If $t$ depends on all of its variables and $t\left(u_{1}, \ldots, u_{k}\right)=1$ then $u_{i}=1$ for all $i$.
(3) If $t\left(a_{1}, \ldots, a_{k-1}, 1\right) \in A$ for all $a_{i} \in A$ then the restriction of the operation $t\left(x_{1}, \ldots, x_{k-1}, 1\right)$ to $A$ is a member of the clone on $A$ generated by $\mathcal{F}$.
(4) If $g(x)$ is in the clone on $A$ generated by $\mathcal{F}$ then the operation $g^{\prime}(x, y)$ is in the clone of $\mathbf{A}^{\prime}$.

Statement (1) can be verified by examining the basic operations of $\mathbf{A}^{\prime}$. Statement (2) can be proved by induction on the length of a term that defines the operation $t$, but it suffices to note that the basic operations of $\mathbf{A}^{\prime}$ have this property and it is preserved under the composition of functions.

Statement (3) can be proved by induction on the length of a term that defines the operation $t$. If $t$ is a projection operation then by our assumption, it follows that it projects onto $x_{i}$ for some $i<k$ and in this case, the statement holds. If $t$ is not a projection operation then it can be written as

$$
f^{\prime}\left(s_{1}(\vec{x}), \ldots, s_{m}(\vec{x}), r(\vec{x})\right) \text { or } t_{h}\left(s_{1}(\vec{x}), s_{2}(\vec{x}), r(\vec{x})\right)
$$

for some term operations $s_{i}$ and $r$ of $\mathbf{A}^{\prime}$ that have shorter definitions than $t$ does and some $f \in \mathcal{F}$. If the former holds, then it follows that $s_{j}\left(a_{1}, \ldots, a_{k-1}, 1\right) \in A$ and $r\left(a_{1}, \ldots, a_{k-1}, 1\right)=1$ for all $j$ and all $a_{i} \in A$. By induction, we can apply the claim to the $s_{j}$ 's and then compose their restrictions to $A$ with the operation $f$ to establish the claim for $t$. Note: this part of the argument uses part (2) of the claim. We need to consider the possible values for $r\left(a_{1}, \ldots, a_{k-1}, 1\right)$. If it ever takes on the value 1 , then it can only depend on its last variable, by (2), in which case, we apply the induction hypothesis to the $s_{j}$. If $r\left(a_{1}, \ldots, a_{k-1}, 1\right)$ never takes on the value 1 , then it must always take on values in $A$ (or else $t\left(a_{1}, \ldots, a_{k-1}, 1\right)$ would be equal to 0 for some $\left.a_{i}\right)$. But then all of the values $s_{j}\left(a_{1}, \ldots, a_{k-1}, 1\right)$ must equal $r\left(a_{1}, \ldots, a_{k-1}, 1\right)$ for all $a_{i} \in A$, implying that $t\left(a_{1}, \ldots, a_{k-1}, 1\right)=r\left(a_{1}, \ldots, a_{k-1}, 1\right)$. Since $r$ has a shorter definition than $t$, the claim follows in this case.

For the latter case, from $t\left(a_{1}, \ldots, a_{k-1}, 1\right) \in A$ we can deduce that both of $s_{1}\left(a_{1}, \ldots, a_{k-1}, 1\right)$ and $s_{2}\left(a_{1}, \ldots, a_{k-1}, 1\right)$ must belong to $A \cup$ $\{1\}$. There are two subcases to consider. If these two values always lie in $A$ (and so never take on the value 1) then we can apply our induction hypothesis to both $s_{1}$ and $s_{2}$. The fact that the value of $t$ is always in $A$ implies that $s_{1}\left(a_{1}, \ldots, a_{k-1}, 1\right)=s_{2}\left(a_{1}, \ldots, a_{k-1}, 1\right)$ and that $t\left(a_{1}, \ldots, a_{k-1}, 1\right)$ is equal to this value, for all $a_{i} \in A$. But then the restriction of $t\left(x_{1}, \ldots, x_{k-1}, 1\right)$ to $A$ is equal to the restriction of $s_{1}\left(x_{1}, \ldots, x_{k-1}, 1\right)$ to $A$, which, by induction, we know lies in the clone generated by $\mathcal{F}$.

On the other hand, if for some $a_{i} \in A$ and some $j=1$ or 2 , $s_{j}\left(a_{1}, \ldots, a_{k-1}, 1\right)$ is equal to 1 then using (2) we can conclude that this term operation is equal to its projection onto the variable $x_{k}$. It follows that for all $a_{i} \in A, s_{p}\left(a_{1}, \ldots, a_{k-1}, 1\right) \in A$ (where $\{j, p\}=\{1,2\}$ ) and that $t\left(a_{1}, \ldots, a_{k-1}, 1\right)$ is equal to this value. By induction, we conclude that the restriction of $s_{p}\left(x_{1}, \ldots, x_{k-1}, 1\right)$ to $A$ and hence the restriction of $t\left(x_{1}, \ldots, x_{k-1}, 1\right)$ to $A$, lies in the clone generated by $\mathcal{F}$.

The last part of this claim can be proved by induction on the construction of $g$ from the operations in $\mathcal{F}$. Just replace every occurrence of a function from $f \in \mathcal{F}$ by $f^{\prime}$. For the base of the induction, when $g(x)=x$, recall that we are assuming that $\mathcal{F}$ contains $g$ and so, by construction, $g^{\prime}(x, y)$ is in the clone of $\mathbf{A}^{\prime}$.

Claim 4.3. There is a binary term operation $b(x, y)$ of $\mathbf{A}^{\prime}$ such that $b(a, 1), b(1, a) \in A$ for all $a \in A$ if and only if $h(x)$ is in the clone on $A$ generated by $\mathcal{F}$.

One direction of this claim follows by construction. Namely, if $h(x)$ is in the clone generated by $\mathcal{F}$ then by part (4) of Claim 4.2, the operation $h^{\prime}(x, y)$ is in the clone of $\mathbf{A}^{\prime}$. Then the term operation $b(x, y)=t_{h}\left(x, y, h^{\prime}(x, y)\right)$ is the semilattice operation $x \wedge y$ on $A^{\prime}$ and so satisfies the conditions of this claim.

Conversely, if $\mathbf{A}^{\prime}$ has such a term operation $b(x, y)$ then select one that has the shortest possible definition. Clearly it cannot be a projection operation and so must be of the form

$$
f^{\prime}\left(b_{1}(x, y), \ldots, b_{m}(x, y), r(x, y)\right) \text { or } t_{h}\left(b_{1}(x, y), b_{2}(x, y), r(x, y)\right)
$$

for some term operations $b_{i}$ and $r$ of $\mathbf{A}^{\prime}$ that have shorter definitions than $b$ does and some $f \in \mathcal{F}$. In the former case, because we are assuming that $b(1, a)$ and $b(a, 1)$ to belong to $A$ for all $a \in A$, it follows from the definition of $f^{\prime}$ that $b_{1}(1, a)$ and $b_{1}(a, 1) \in A$ for all $a \in A$. This contradicts our assumption on the minimality of the length of a term defining $b$.

Thus we have that $b(x, y)=t_{h}\left(b_{1}(x, y), b_{2}(x, y), r(x, y)\right)$. In this case, the only way for $b(a, 1)$ and $b(1, a)$ to belong to $A$ for all $a \in A$ is for each $i=1,2$ to have $b_{i}(a, 1)$ and $b_{i}(1, a)$ belonging to $A \cup\{1\}$. If for some $i, b_{i}(a, 1)$ and $b_{i}(1, a)$ both belong to $A$ for all $a \in A$, then we could have used $b_{i}$ in place of $b$, contradicting the selection of $b$ as having the shortest definition amongst such term operations.

So, we may assume that for some $a \in A, b_{1}(a, 1)=1$ or $b_{1}(1, a)=$ 1. Using part (2) of Claim 4.2, it follows that one of the equations $b_{1}(x, y) \approx x$ or $b_{1}(x, y) \approx y$ holds and we can draw a similar conclusion for $b_{2}(x, y)$. Thus, we can conclude that $b(x, y)$ is equal to $t_{h}(x, y, r(x, y))\left(\right.$ or to $\left.t_{h}(y, x, r(x, y))\right)$ for all $x, y \in A^{\prime}$. From $b(a, 1) \in A$ we get that $t_{h}(a, 1, r(a, 1)) \in A$ and hence that $r(a, 1)=h^{\prime}(a, 1)=h(a)$ for all $a \in A$. Using part (3) of Claim 4.2, it follows that the operation $h(x)$ is in the clone generated by $\mathcal{F}$. This concludes the proof of this claim.

As noted in the proof of the previous claim, if $h(x)$ is in the clone generated by $\mathcal{F}$ then the semilattice operation $x \wedge y$ on $A^{\prime}$ is a term operation of $\mathbf{A}^{\prime}$ and has 1 as the largest element. Conversely, if $\mathbf{A}^{\prime}$ has a semilattice term operation $x \curlywedge y$ with largest element 1 , then for all $a \in A$ we have that $1 \curlywedge a=a \curlywedge 1=a \in A$ and so by the previous claim, $h(x)$ is in the clone generated by $\mathcal{F}$. Thus our instance of GEN-CLO' is a "yes" instance if and only if the algebra $\mathbf{A}^{\prime}$ with the element 1 is a "yes" instance of BOUNDED-SEMILATTICE.

Corollary 4.4. The problem of deciding if a given finite idempotent algebra $\mathbf{A}$ has a binary term $b(x, y)$ and an element 1 such that $b(x, 1)=$ $b(1, x)=x$ holds for all $x \in A$ is EXP-TIME complete.

In contrast to this result, we note that from the previous section we can conclude that testing for the presence in a finite idempotent algebra of a binary term $b(x, y)$ and an element 0 such that $b(x, 0)=b(0, x)=0$ is in the class P .

The main result of this section follows from Theorem 4.1.

Theorem 4.5. The problem of deciding if a given finite idempotent algebra has a semilattice operation is EXP-TIME complete.

Proof. We reduce BOUNDED-SEMILATTICE to this problem. Let $\mathbf{A}=$ $\left\langle A, f_{1}, \ldots, f_{m}\right\rangle$ be a finite idempotent algebra with $1 \in A$, and let $\diamond$ be some element that isn't in $A$. For $f\left(x_{1}, \ldots, x_{k}\right)$ an operation on $A$, let
$f^{\diamond}$ be the extension of it to $A^{\diamond}=A \cup\{\diamond\}$, defined by:

$$
f^{\diamond}\left(x_{1}, \ldots, x_{k}\right)= \begin{cases}f\left(x_{1}, \ldots, x_{k}\right) & \text { if }\left\{x_{1}, \ldots, x_{k}\right\} \subseteq A \\ a & \text { if }\left\{x_{1}, \ldots, x_{k}\right\}=\{a, \diamond\} \text { and } a \neq 1 \\ \diamond & \text { if }\left\{x_{1}, \ldots, x_{k}\right\}=\{1, \diamond\} \text { or }\{\diamond\} ; \\ 1 & \text { otherwise. }\end{cases}
$$

We observe that if $f$ is idempotent, then so is $f^{\diamond}$ and that for each $a \in A$, the subset $\{a, \diamond\}$ is closed under $f^{\diamond}$. The set $A$ is also closed under $f^{\diamond}$. We also note that $f^{\diamond}$ depends on each of its variables.

Let $\mathbf{A}^{\diamond}=\left\langle A^{\diamond}, f_{1}^{\diamond}, \ldots, f_{m}^{\diamond}\right\rangle$. We will show that $\mathbf{A}^{\diamond}$ has a semilattice term operation if and only if $\mathbf{A}$ has a semilattice term operation with largest element 1.

Claim 4.6. Let $b(x, y)$ be a binary term operation of $\mathbf{A}^{\diamond}$ that depends on the variable $x$. Then for $a \in A \backslash\{1\}, b(a, \diamond)=a$ and $b(\diamond, 1)=\diamond$.

We prove this claim by induction on the length of a term that defines the operation $b$. Clearly if $b(x, y)$ is a projection operation, then it is equal to the first projection and the claim is true. Otherwise, $b(x, y)$ can be written as $f_{j}^{\diamond}\left(b_{1}(x, y), \ldots, b_{k}(x, y)\right)$ for some $j \leq m$ and for some binary term operations $b_{i}$ of $\mathbf{A}^{\diamond}$ that have shorter definitions than $b$, where $f_{j}^{\diamond}$ is $k$-ary.

Since $b$ depends on $x$, then for at least one $i, b_{i}(x, y)$ also depends on $x$, and then by induction we have that $b_{i}(a, \diamond)=a$ when $a \neq 1$, and $b_{i}(\diamond, 1)=\diamond$. As noted earlier, $\{a, \diamond\}$ and $\{1, \diamond\}$ are subuniverses of $\mathbf{A}^{\diamond}$ and so for any $l \leq k, b_{l}(a, \diamond) \in\{a, \diamond\}$ and $b_{l}(\diamond, 1) \in\{1, \diamond\}$. So $b(a, \diamond)$ is equal to $f_{j}^{\diamond}$ applied to some sequence of elements from $\{a, \diamond\}$ with at least one of them equal to $a$. From the definition of $f_{j}^{\diamond}$ we conclude that $b(a, \diamond)=a$. A similar argument shows that $b(\diamond, 1)=\diamond$.

The following claim follows from the fact that $\mathbf{A}$ is a subalgebra of $\mathrm{A}^{\circ}$.

Claim 4.7. If $b(x, y)$ is a term operation of $\mathbf{A}^{\triangleright}$, then its restriction to $A$ is a term operation of $\mathbf{A}$. Furthermore, if $s(x, y)$ is a term operation of $\mathbf{A}$, then it is the restriction to $A$ of some binary term operation of $\mathbf{A}^{\circ}$.

Now, suppose that $\mathbf{A}^{\diamond}$ has a semilattice term operation $x \wedge y$. By the previous claim, its restriction to $A$ is a semilattice term operation $x \curlywedge y$ of A. Since $x \wedge y$ depends on both $x$ and $y$ then by Claim4.6 we have that for every $a \in A \backslash\{1\}$,

$$
1 \curlywedge a=1 \wedge a=1 \wedge(\diamond \wedge a)=(1 \wedge \diamond) \wedge a=\diamond \wedge a=a .
$$

This establishes that $\langle A, \curlywedge, 1\rangle$, is a bounded semilattice.
Conversely, suppose that $\mathbf{A}$ has a binary term operation $x \curlywedge y$ such that $\langle A, \curlywedge, 1\rangle$, is a bounded semilattice. Then by the previous claim, there is a binary term operation $x \wedge y$ of $\mathbf{A}^{\diamond}$ whose restriction to $A$ is $x \curlywedge y$. From Claim 4.6 we have that $1 \wedge \diamond=\diamond \wedge 1=\diamond$ and for any $a \in A \backslash\{1\}, a \wedge \diamond=\diamond \wedge a=a$. It follows that $\wedge$ is a semilattice operation on $A^{\diamond}$ that extends $\curlywedge$ such that the element $\diamond$ lies below the element 1 and above all of the other elements from $A$.

## 5. Conclusion

The hardness result from the previous section demonstrates that testing for a rather simple, strong, idempotent, non-linear Maltsev condition can be difficult, even for idempotent algebras. It would be interesting to find a strong, idempotent Maltsev condition that is not equivalent to a linear one, but which can be tested in polynomial time for idempotent algebras. A possible candidate is the 2-semilattice condition: a binary function that satisfies all of the 2 -variable equations satisfied in the variety of semilattices. This is the strong idempotent Maltsev condition of having a binary term $x \wedge y$ that satisfies the equations: $x \wedge x \approx x, x \wedge y \approx y \wedge x$, and $x \wedge(x \wedge y) \approx x \wedge y$.

Should it turn out that this condition is EXP-TIME hard to decide for finite idempotent algebras, then one would be led to consider the following problem that complements the conjecture that deciding strong, idempotent, linear Maltsev conditions for finite idempotent algebras can be done with polynomial-time algorithms.

Problem 5.1. Is it the case that if $\Sigma$ is a strong idempotent Maltsev condition that is not equivalent to a strong idempotent linear Maltsev condition, then the problem of deciding if a finite idempotent algebra satisfies $\Sigma$ is EXP-TIME complete?

## References

[1] Kirby A. Baker. Congruence-distributive polynomial reducts of lattices. Algebra Universalis, 9(1):142-145, 1979.
[2] Libor Barto, Andrei Krokhin, and Ross Willard. Polymorphisms, and How to Use Them. In Andrei Krokhin and Stanislav Zivny, editors, The Constraint Satisfaction Problem: Complexity and Approximability, volume 7 of Dagstuhl Follow-Ups, pages 1-44. Schloss Dagstuhl-Leibniz-Zentrum für Informatik, Dagstuhl, Germany, 2017.
[3] Clifford Bergman. Universal algebra, volume 301 of Pure and Applied Mathematics (Boca Raton). CRC Press, Boca Raton, FL, 2012. Fundamentals and selected topics.
[4] Clifford Bergman, David Juedes, and Giora Slutzki. Computational complexity of term-equivalence. Internat. J. Algebra Comput., 9(1):113-128, 1999.
[5] Stanley Burris and H. P. Sankappanavar. A course in universal algebra, volume 78 of Graduate Texts in Mathematics. Springer-Verlag, New York-Berlin, 1981.
[6] Ralph Freese, Emil Kiss, and Matthew Valeriote. Universal Algebra Calculator, 2011. Available at: www. uacalc.org.
[7] Ralph Freese and Matthew A. Valeriote. On the complexity of some Maltsev conditions. Internat. J. Algebra Comput., 19(1):41-77, 2009.
[8] David Hobby and Ralph McKenzie. The structure of finite algebras, volume 76 of Contemporary Mathematics. American Mathematical Society, Providence, RI, 1988. Revised edition: 1996.
[9] Jonah Horowitz. Computational complexity of various Mal'cev conditions. Internat. J. Algebra Comput., 23(6):1521-1531, 2013.
[10] Bjarni Jónsson. Algebras whose congruence lattices are distributive. Math. Scand., 21:110-121 (1968), 1967.
[11] Alexandr Kazda and Matthew Valeriote. Deciding some Maltsev conditions in finnite idempotent algebras. Preprint, 2017.
[12] Keith A. Kearnes and Emil W. Kiss. The shape of congruence lattices. Mem. Amer. Math. Soc., 222(1046):viii+169, 2013.
[13] Walter Taylor. Simple equations on real intervals. Algebra universalis, 61(2):213-226, 2009.
[14] M. Valeriote and R. Willard. Idempotent $n$-permutable varieties. Bull. Lond. Math. Soc., 46(4):870-880, 2014.

University of Hawail at Manoa
E-mail address: ralph@math.hawaii.edu, jb@math.hawaii.edu
McMaster University
E-mail address: matt@math.mcmaster.ca

