## Math 1B03/1ZC3 - Tutorial 6



Feb. 11th/ 14th, 2014

## Tutorial Info:

- Website: http://ms.mcmaster.ca/~dedieula.
- Review Session: I'll be TAing a review session for the midterm on Mon. Feb. 24th, 4:30-6:30pm, in JHE 264. There will also be 4 other reviews happening this day at different times. See Avenue for the times/ rooms.
- Math Help Centre: Wednesdays 2:30-5:30pm.
- Email: dedieula@math.mcmaster.ca .
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$$
A=\left(\begin{array}{cc}
3 & 10 \\
1 & 0
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- d) In the long term, how will the population of raccoons in the city and woods be distributed?
- Recall: If $q$ is a steady-state vector for a regular Markov chain, then for any initial probability vector $x_{0}, \lim _{k \rightarrow \infty} P^{k} x_{0}=q$, where $P$ is the transition matrix for this chain.
- e) How many raccoons will be in the city after 20 years?
- Recall: We know $x_{n}=P^{n} x_{0}$, where $x_{0}$ is the initial state vector, $x_{n}$ is the state vector at time $n$, and $P$ is the transition matrix.

