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A comment on ‘Testing Goodwin: growth 
cycles in ten OECD countries’

Matheus R. Grasselli* and Aditya Maheshwari†

We revisit the results of Harvie (2000) and show how correcting for a reporting 
mistake in some of the estimated parameter values leads to significantly different 
conclusions, including realistic parameter values for the Philips curve and estimated 
equilibrium employment rates exhibiting on average one-tenth of the relative error 
of those obtained in Harvie (2000).
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1. Introduction

Harvie (2000) represents a milestone in the empirical literature on the Goodwin 
model. Early attempts by Atkinson (1969) and Solow (1990) to bring the model to 
data were restricted to the United States and did not provide formal econometric 
estimates, but rather informal comparisons between features predicted in the model 
and quantities observed in the data. Desai (1984) provided a breakthrough by fully 
estimating the original model and some of its extensions using data from 1855 to 
1965, but restricted to the UK. By its turn, Harvie (2000) offered the first compre-
hensive multi-country econometric estimation of the Goodwin model using data 
from ten OECD countries from 1959 to 1994 and proposed a systematic way to test 
the performance of the model, namely by comparing the econometrically estimated 
equilibrium points with the corresponding empirical averages for wage share and 
employment rates.

The results reported in Harvie (2000) were unequivocally negative: the estimated 
equilibrium points lie outside the observed cycles for all ten countries; the estimated 
equilibrium wage share exceeds the empirical average with a relative error of at least 
20% for all ten countries and more than 100% for Greece; the estimated equilib-
rium employment rate is systematically below the empirical average with an absolute 
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error of at least 2% for all ten countries, more than 10% for the UK and more than 
30% for Germany (making the employment rate for this country higher than 100%); 
and the estimate period for the cycles varies between one and 2.5 years, whereas the 
observed trajectories indicate a much longer time scale for the cycles. In addition, con-
sistently with the results previously obtained by Desai (1984), Harvie (2000) found 
that Goodwin’s assumption of real wage bargaining (that is to say, perfect inflation 
expectations and absence of money illusion) should be rejected for all countries in the 
sample, whereas the assumption of constant capital-to-output ratio should be rejected 
for all ten countries except Italy and the UK.

Since its publication, Harvie (2000) has been widely cited as a benchmark for 
empirical tests of dynamic growth cycle models, primarily by researchers that take the 
negative results reported in it as motivation to explore alternatives to the Goodwin 
model. Regrettably, these results are not reproducible, because of a reporting mistake 
in Harvie (2000). In this note, we explain the mistake and its consequences, provide 
the corresponding corrected value using the estimates in Harvie (2000) and point to 
recent research showing that the performance of the Goodwin model and some of its 
extensions is not nearly as bad as previously reported.

2. The mistake and its consequences

We briefly recall the relevant equations for the Goodwin model in the Appendix. To 
obtain the estimates γ̂  and ρ̂  for the parameters of the linear Philips curve, Harvie 
uses the autoregressive distributed lag (ARDL) model presented in equation (17) of 
Harvie (2000). The estimation results for this equation are presented in Table A2.3 
of Harvie (2000). The key reporting mistake1 in this paper is that all the quantities 
shown in the top five rows of this table are off by a factor of 100. For example, the 
Constant term for Australia should be −0 5313.  but is reported as −53 13.  instead. As 
a result, because of the way the long-run coefficients are calculated from the coef-
ficients in the ARDL model, as explained in the footnote on page 356 of Harvie 
(2000), the estimates for γ̂  and ρ̂  are also wrong by a factor of 100. For example, 
these coefficients should be 0.6236 and 0.6710 for Australia, but are reported in 
Table A2.3 as 62.36 and 67.10 instead. As can be seen from (5), provided ρ̂ > 0, the 
equilibrium employment rates obtained from the wrong values of γ̂  and ρ̂  are nec-
essarily smaller than the rates that would be obtained from the correct values. This 
observation alone explains most of the downward bias exhibited by the estimates for 
equilibrium employment rates reported in Harvie (2000) when compared to their 
corresponding empirical averages. There are two additional mistakes in Table A2.3. 
Our calculation for the coefficient ρ̂  for Germany using the values provided in the 
table gives 92.44 instead of 65.55, leading to an equilibrium employment rate of 
0.93, instead of 1.30 as reported in Table 2 of Harvie (2000). When further cor-
rected for the factor-of-100 mistake, the equilibrium employment rate obtained for 
Germany is 0.96. Similarly, our calculation for the coefficient γ̂  for the United States 
gives −8 42.  instead of 8.42, leading to an equilibrium employment rate of 1.06, 
instead of ‘not possible to calculate’, as reported in Table 2 of Harvie (2000). When 
further corrected for the factor-of-100 mistake, the equilibrium employment rate for 
the United States is 0.86.

1 We thank David Harvie for informing us about this mistake through private communication.
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We summarize the results of the correct calculations in Table 1 below, which should 
be used as a replacement for Table 2 in Harvie (2000). Notice that the first three rows 
show no change when compared to Harvie (2000), as there is no correction to be 
made in the estimates α̂ , β̂  and σ̂ . The next four rows show Harvie’s estimates (which 
are incorrect) for γ̂  and ρ̂  and the corresponding correct values. As can be seen from 
(4), these values are not needed in order to calculate the estimates for equilibrium 
wage shares, so our own calculations for ˆ *u  are identical to the results reported in 
Harvie (2000), with the exception of differences in rounding for Finland, Germany 
and Norway. We also provide the equilibrium wage share for the United States, which 
could have been calculated by Harvie, since this is not affected by the negative value 
obtained for ρ̂  for this country, as incorrectly stated in the footnote to Table  2 in 
Harvie (2000). The values for the empirical averages u  are taken from Table  1 of 
Harvie (2000). Next, in Table 1 below, we show the incorrectly calculated values for 
the equilibrium employment rate ˆ*v  and their corresponding correct values—including 
the value for the United States, which turns out to be possible to calculate—followed 
by the empirical averages v  also taken from Table 1 of Harvie (2000). Finally, we show 
Harvie’s incorrect estimate of the length of business cycle T for each country and 
their corresponding correct values. The correct estimates are roughly ten times larger 
than the values reported in Harvie (2000) and are consistent with previous estimates 
reported in Atkinson (1969) and Solow (1990).

As we see in Table 1, simply correcting from the reporting mistake in Table A2.3 
of Harvie (2000) leads to significant improvements in performance for the Goodwin 
model. With the exception of the anomalous case of the United States (for which 
both parameters in the Philips curve have the opposite sign as obtained for all other 
countries), the correct estimates for the equilibrium employment rates are only about 
1% away from the empirical averages. Another way of seeing this improvement is by 
observing that the average relative error in these estimates gets reduced 10-fold from 
9.09% for the values reported in Harvie (2000) to a mere 0.60% for the correct values 
above, excluding the United States, for which the equilibrium employment rate was 
not reported in Harvie (2000). If we include the anomalous case of the United States, 
the average relative error in employment rates is still just 1.40%.

3. Further improvements

Despite the marked improvements with respect to equilibrium employment rates 
observed in the previous section, it remains the case that the results of Harvie (2000) 
show a poor agreement between the estimated equilibrium wage shares for the Goodwin 
model and their corresponding empirical averages. To address this problem, one needs 
to revisit the hypotheses behind the derivation of (2), including the choice of pro-
duction function for the model. For example, as shown in Grasselli and Maheshwari 
(2016), using a CES production function in the Goodwin model as proposed in van 
der Ploeg (1985) leads to equilibrium estimates for wage shares that are much closer 
to empirical averages than those obtained for the original Goodwin model.

4. Conclusion

We have shown how correcting a reporting mistake in Harvie (2000) leads to signifi-
cant improvements in the empirical performance of the Goodwin model. Apart from 
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the quantitative changes noted in the previous section, this correction has qualita-
tive implications, as several papers took the results of Harvie (2000) as motivation 
for exploring methodological questions related to the Goodwin model. For example, 
Veneziani and Mohun (2006) attribute the ‘puzzling econometric results obtained by 
Harvie (2000)’, including the ‘rather unrealistic values of the Phillips curve param-
eters in all countries’, to the possibility of structural change in the model parameters. 
Taking our correction into account, however, eliminates the puzzles without having to 
resort to this explanation. Similarly, Colacchio et al. (2007) investigate the appearance 
of chaos in an extended version of the Goodwin model and rely on the estimates of 
Harvie (2000) for the parameter values used in their numerical experiments. However, 
when the values of ρ  and γ  implied by our corrections are used, the point of bifurca-
tion and time period of cycles turns out to be very different from what is reported in 
the study.

Above all, our correction aims to restore the status of the Goodwin model as a 
respectable starting point for more sophisticated dynamic models for growth cycles.
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A. The Goodwin model

Using the notation in Harvie (2000), the Goodwin model, first proposed in Goodwin 
(1967), consists of the differential equations

    
u
u

v= − + +( )α γ ρ  (1)

    
v
v
=

−
− +

1 ω
σ

α β( ) (2)

for the wage share u w q=  /  and employment rate v n=  / , where w is the total real 
wage bill, q is total real income,  is the number of employed workers and n is the 
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total labour force. The constants γ  and ρ  arise from a linear Philips curve relating the 
change in real wage rate w and the employment rate v:

    
w
w

v= − +γ ρ , (3)

whereas α  and β  are constant growth rates in productive and labour force, and σ  is a 
constant capital-to-output ratio. The solution of this system of differential equations is 
a closed cycle around the equilibrium point

    u* ( ) = − +1 α β σ  (4)

    
v*  =

+α γ
ρ

 (5)

with period given by

    T =
+ − +[ ]

2

1 1 2

π
α γ σ α β( )( / ( ))

./  (6)

The test of the Goodwin model proposed by Harvie (2000) consists of comparing the 
econometric-estimate predictors ( ,ˆ ˆ )* *u v  for the equilibrium point, which can be obtained 
from (5)–(4) by substituting the econometric estimates for the underlying parameters 
in the model, with the empirical average of the observed employment rates and wage 
shares through the data sample.
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