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Abstract. A mock Seifert matrix is an integral square matrix representing the
Gordon-Litherland form of a pair (K,F ), where K is a knot in a thickened surface
and F is an unoriented spanning surface for K. Using these matrices, we introduce
a new notion of unoriented algebraic concordance, as well as a new group denoted
mGZ and called the unoriented algebraic concordance group. This group is abelian
and infinitely generated. There is a surjection λ : vC → mGZ, where vC denotes
the virtual knot concordance group. Mock Seifert matrices can also be used to
define new invariants, such as the mock Alexander polynomial and mock Levine-
Tristram signatures. These invariants are applied to questions about virtual knot
concordance, crosscap numbers, and Seifert genus for knots in thickened surfaces.
For example, we show that mGZ contains a copy of Z∞ ⊕ (Z/2)∞ ⊕ (Z/4)∞.

Introduction

Let Σ be a compact, connected, closed, oriented surface and I = [0, 1]. LetK ⊂ Σ×
I be a Z/2 null-homologous knot and F ⊂ Σ×I a spanning surface forK. The surface
F may or may not be orientable, but we will regard it as unoriented. Associated to the
pair (K,F ) is a bilinear formLF : H1(F )×H1(F ) −→ Z called the Gordon-Litherland
form. Amock Seifert matrix is any square integral matrix representingLF . (The term
“mock” is meant to distinguish such matrices from the ones obtained in the usual way
from oriented spanning surfaces.) We use these matrices to introduce a new notion
of algebraic concordance and to construct a new group, denoted mGZ and called the
unoriented algebraic concordance group. The group mGZ is a concordance group of
admissible mock Seifert matrices, namely those arising from spanning surfaces F with
Euler number e(F ) = 0. The group captures subtle concordance information carried
by unoriented spanning surfaces, including information not present in the classical
theory of knot concordance.

We also construct a surjective homomorphism λ : vC −→mGZ, where vC denotes
the concordance group of virtual knots. This is the analogue of the Levine homo-
morphism in the virtual setting. The mock Seifert matrices are used to define new
invariants of Z/2 null-homologous knots in thickened surfaces, including the mock
Alexander polynomial ∆K,F (t) and mock Levine-Tristram signatures σK,F (ω). The
mock Alexander polynomial ∆K,F (t) is well-defined up to multiplication by tk(t− 1)`
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for k, ` ∈ Z. Both ∆K,F (t) and σK,F (ω) depend on the choice of spanning surface F ,
but only up to S∗-equivalence.

These invariants are applied to questions about knot concordance, crosscap num-
bers, and the Seifert genus for knots in thickened surfaces. For instance, when K is
slice, we show that the mock Alexander polynomial satisfies a Fox-Milnor condition
(Theorem 4.6), and that the mock Levine-Tristram signatures vanish (Theorem 4.14).
We also observe that the group mGZ is abelian but not finitely generated; in fact we
show that it contains a copy of Z∞ ⊕ (Z/2)∞ ⊕ (Z/4)∞ (Propositions 5.7 and 5.8).

The mock Seifert matrices provide presentation matrices for the first homology
H1(X2) of the double branched cover of Σ × I branched along K (Theorem 3.9).
This result holds more generally for Z/2 null-homologous links in thickened surfaces.
Consequently, the determinant of the mock Seifert matrix is independent of the choice
of spanning surface and is, in fact, a welded invariant of links.

One advantage of working with mock Seifert matrices is that the resulting invari-
ants can be computed using unoriented spanning surfaces. This has practical value,
especially since many of the knots under consideration do not admit orientable span-
ning surfaces. For classical knots, the theory degenerates in that the mock Seifert
matrices become symmetric and carry only limited information. For example, the
mock Alexander polynomials collapse to a single numerical invariant (the knot deter-
minant), and the mock Levine-Tristram signatures specialize to a single value (the
knot signature). So for knots in thickened surfaces of genus g > 0, it is surprising
that the mock Seifert matrices provide such powerful invariants, especially given that
those same invariants degenerate when g = 0, i.e., for classical knots.

Here is a brief outline of the contents of the rest of this paper. In Section 1,
we review basic notions for knots in thickened surfaces, virtual knots, and spanning
surfaces. In Section 2, we define concordance for knots in thickened surface and recall
the construction of the concordance group of virtual knots. In Section 3, we introduce
the Gordon-Litherland form, mock Seifert matrices, and give necessary and sufficient
conditions on a matrix to be a mock Seifert matrix for a knot. We also show that
for links L ⊂ Σ × I, the mock Seifert matrix is a presentation matrix for the first
homology group of the double cover X2 branched along L. In Section 4, we introduce
knot invariants derived from mock Seifert matrices, including the mock Alexander
polynomial and mock Levine-Tristram signatures. In Section 5, we construct the
unoriented algebraic concordance group mGZ and define a surjective homomorphism
λ : vC −→ mGZ. We prove that mGZ contains a subgroup isomorphic to Z∞ ⊕
(Z/2)∞⊕ (Z/4)∞. In Section 6, we apply parity projection to describe certain natural
subgroups of vC such as vC2, the group consisting of Z/2 homologically trivial virtual
knots. Stable parity projection induces a surjection ϕ2 : vC −→ vC2.

The commutative diagram in (1) below summarizes the relationships between var-
ious concordance groups studied in this paper. In (1), C is the classical concordance
group and GZ is the classical algebraic concordance group. We conclude this intro-
duction with a brief discussion of some known results and open problems.
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(1)

C
Levine

>GZ

vC
∨

∩

ϕ2
>> vC2

λ
>> mGZ

∨

To begin, it is well-known that GZ ∼= Z∞ ⊕ (Z/2)∞ ⊕ (Z/4)∞ [Lev69a,Sto77], but
the algebraic structure of C and vC remains mysterious. A recent result of Chrisman
implies that vC is non-abelian [Chr22]. The first vertical map in (1) is induced by
inclusion and is injective [BN17]. Its image lies in the center of vC. The second
vertical map in (1) is given by A 7→ A+ AT; it is neither injective nor surjective.

It is an open question whether C or vC contains torsion apart from the elements of
order two represented by amphicheiral classical knots. Also open is whether C or vC
contains infinitely divisible elements. Might C or vC contain a copy of Q or Q/Z?

The concordance group of classical knots C maps injectively into the subgroup
vC0 ⊂ vC of homologically trivial virtual knots. Stable parity projection induces a
surjection ϕ0 : vC −→ vC0 (see Section 5). It is not known whether vC0 is abelian.

In [CM21], Chrisman and Mukherjee study the algebraic concordance order of
almost classical knots. They introduce an algebraic concordance group of Seifert pairs,
denoted (vG,vG)Z (cf. [CM21, Definition 2.5.4]). The construction in Section 5.4 for
the map λ : vC2 −→ mGZ can be used to define a Levine-type surjection vC0 −→
(vG,vG)Z. There is also a natural map (vG,vG)Z −→mGZ defined on Seifert pairs
by sending (V +, V −) to the mock Seifert matrix A = V + + V −.

Notation. Unless otherwise specified, all homology groups are taken with Z coeffi-
cients. Spanning surfaces are assumed to be compact and connected but not neces-
sarily orientable. For a compact surface F , we use b1(F ) to denote the rank of H1(F ).
Decimal numbers refer to virtual knots in Green’s tabulation [Gre04].

1. Basic notions

In this section, we review the basic notions for knots in thickened surfaces and
virtual knots, including spanning surfaces, S∗-equivalence, long virtual knots, and
the operation of connected sum.

1.1. Knots in thickened surfaces. Let Σ be a compact, connected, oriented surface
and I = [0, 1] the unit interval. A knot in Σ × I is an embedding of S1 into the
interior of Σ × I, considered up to orientation-preserving homeomorphisms of the
pair (Σ× I,Σ× {0}).

It is convenient to represent knots in Σ × I using knot diagrams on Σ. A knot
diagram is a regular immersion of S1 in Σ with finitely many double points or
crossings, and two diagrams represent the same knot if they can be related by a finite
sequence of Reidemeister moves.

In knot diagrams, we draw the crossings with a solid line for the over-crossing
arc and a broken line for the under-crossing arc. Each crossing is either positive or
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negative according to a comparison of the orientation at the crossing with that of the
surface. Our convention is to orient the crossing with a basis of direction vectors,
where the first vector is the directed overcrossing arc and the second is the directed
undercrossing arc. For example, in the usual orientation on the plane, would be
positive and would be negative. The notion of positive and negative crossing is
independent of the choice of orientation on the knot K, but they are switched under
a change in orientation of Σ.

Let K be an oriented knot in Σ × I. The reverse, Kr, is the same knot with the
opposite orientation. The mirror image, Km, is the same knot viewed in −Σ × I,
where −Σ indicates Σ with its orientation changed. We will use −K to denote the
knot Krm = Kmr.

A link in Σ× I is an embedding of the disjoint union S1 ∪ · · · ∪ S1 in the interior
of Σ× I, up to orientation-preserving homeomorphisms of the pair (Σ× I,Σ× {0}).
Given a link L ⊂ Σ × I, let XL = (Σ × I r L)/Σ × {1} and define the link group,
denoted GL, to be the fundamental group π1(XL).

1.2. Virtual knots. A virtual knot is an equivalence class of knots in thickened
surfaces up to stable equivalence. Let p : Σ × I → Σ be projection. Stabilization is
the operation of adding a 1-handle to Σ, disjoint from p(K), and destabilization is the
opposite procedure. Two knots K0 ⊂ Σ0 × I and K1 ⊂ Σ1 × I are said to be stably
equivalent if one is obtained from the other by a finite sequence of stabilizations,
destablizations, and orientation-preserving diffeomorphisms of the pairs (Σ0×I,Σ0×
{0}) and (Σ1 × I,Σ1 × {0}).

It is convenient to represent virtual knots using virtual knot diagrams. A virtual
knot diagram is a regular immersion of S1 in R2 with two types of double points,
classical crossings and virtual crossings . Two virtual knot diagrams are equiv-
alent if they can be related by a finite sequence of Reidemeister moves and detour
moves. If K is a knot in Σ × I, then the image of K in R2 under an orientation-
preserving immersion will determine a virtual knot diagram corresponding to K.
Conversely, if D is a virtual knot diagram, there is a canonical construction of a sur-
face Σ and a knot in Σ × I representing the same virtual knot [KK00]. In [CKS02],
Carter, Kamada, and Saito establish a one-to-one correspondence between virtual
knots and stable equivalence classes of knots in thickened surfaces.

A virtual link is a stable equivalence class of links in thickened surfaces. Any
virtual link can be represented by a virtual link diagram. Given a virtual link
diagram, theWirtinger presentation describes the link groupGL in terms of generators
and relators, see [BGH+17, Section 2].

Suppose J and K are two oriented virtual knots (so J t K is a two component
virtual link). The virtual linking number v`k(J,K) is defined to be the algebraic
count of the crossings where J crosses over K. Note that virtual crossings do not
contribute to v`k(J,K), and it is not generally symmetric.

1.3. Spanning surfaces. A spanning surface for a knot K ⊂ Σ× I is a compact
unoriented surface F ⊂ Σ× I with boundary ∂F = K. Not all knots in Σ× I admit
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Figure 1. The detour move.

spanning surfaces. In fact, a knot K ⊂ Σ× I admits a spanning surface if and only if
it is Z/2 null-homologous, namely if [K] = 0 in H1(Σ× I;Z/2). A Seifert surface
for a knot K is an oriented spanning surface for it. A knot K ⊂ Σ×I admits a Seifert
surface if and only if it is Z null-homologous, namely if [K] = 0 in H1(Σ× I;Z).

A knot K ⊂ Σ× I is said to be checkerboard colorable if it admits a diagram D
in Σ such that the regions of Σ rD can be colored black and white so that adjacent
regions have different colors. Given a diagram with checkerboard coloring, one can
construct a spanning surface by attaching half-twisted bands to the black (or white)
regions. Clearly, any knot K ⊂ Σ× I that admits a spanning surface is checkerboard
colorable. Thus, a knot is Z/2 null-homologous if and only if it is checkerboard
colorable.

Two spanning surfaces are said to be S∗-equivalent if one can be obtained from
the other by (i) ambient isotopy, (ii) attachment (or removal) of a tube, and (iii)
attachment (or removal) of a half-twisted band.

When g(Σ) > 0, the black and white checkerboard surfaces are not S∗-equivalent.
Every spanning surface is S∗-equivalent to one of checkerboard surfaces (see [BCK22,
Proposition 1.6]). In particular, this implies that there are exactly two S∗-equivalence
classes of spanning surfaces for every Z/2 null-homologous knot in Σ× I.

A virtual knot is said to be checkerboard colorable if it can be represented by a
Z/2 null-homologous knot in a thickened surface, and it is said to be almost classical
if it can be represented by a Z null-homologous knot in a thickened surface.

It is easy to determine if a given virtual knot diagram D is checkerboard colorable
or almost classical by checking the indices of the crossings of D. The index of a
crossing c of D is defined by setting ind(c) = v`k(D′, D′′) − v`k(D′′, D′), where D′
and D′′ are the oriented virtual knot diagrams obtained from the oriented smoothing
at c, and D′ contains the outgoing overcrossing arc of c. Note that ind(c) ∈ Z. The
virtual knot diagram D is checkerboard colorable if and only if ind(c) is even for all
crossings, and it is almost classical if and only if ind(c) = 0 for all crossings.

1.4. Long knots in thickened surfaces. A long knot in a thickened surface is
an oriented knot K in Σ × I together with a distinguished basepoint q ∈ Σ such
that K passes through q × {1

2
}. We further assume that q ∈ D for some 2-disk

neighborhood D = {(x, y) | x2 + y2 ≤ 1} contained in Σ such that K ∩ (D × I) =
{(x, 0) | x ∈ [−1, 1]} × {1

2
}. Long knots are considered up to orientation-preserving

homeomorphisms of the pair (Σ× I,Σ×{0}) that are the identity map on D× I. We
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will use the term round knot to refer to usual knots. Thus, there is a well-defined
map from long knots to round knots given by simply forgetting the basepoint.

One advantage to working with long knots, at least for Z/2 null-homologous knots,
is that there is a way of using the basepoint to associate a preferred spanning surface.
This is defined as follows.

Definition 1.1. Let (K, q) be a Z/2 null-homologous long knot in Σ × I. Then a
spanning surface F for K is said to be preferred if F ⊂ (Σr {x})× I, where x ∈ Σ
is a marked point chosen to the right of the basepoint q with respect to K.

Thus, any preferred spanning surface F is necessarily disjoint from {x} × I, where
x ∈ Σ denotes the marked point. The placement of the marked point is akin to the
location of ∞ in S2.

Note that any two preferred spanning surfaces for a long knot (K, q) are neces-
sarily S∗-equivalent. Thus, for long knots, there is a unique S∗-equivalence class of
preferred spanning surfaces. For instance, if D is a checkerboard colorable diagram
with basepoint q ∈ D, then the preferred checkerboard surface is the one that appears
to the left of q.

1.5. Long virtual knots. Long virtual knots can be defined as stable equivalence
classes of long knots in thickened surfaces as in Section 1.2. There is a useful alter-
native description in terms of virtual knot diagrams which we give now.

A long virtual knot diagram is a regular immersion of R in the plane R2 which
coincides with the x-axis outside some ball of large radius. It has finitely many
double points, and each crossing is either classical or virtual . Two long virtual
knot diagrams are equivalent if they can be related by a finite sequence of compactly
supported planar isotopies, Reidemeister moves, and detour moves.

Long virtual knot diagrams are oriented by convention from left to right. The long
knot represented by the x-axis is called the long unknot.

Given a long virtual knot diagram D, its closure is the round knot diagram D̂
obtained by joining two points of D on the x-axis by a large semicircle that misses
the rest of D. Closure gives a well-defined map from long virtual knots to round
virtual knots. In [SW06], Silver and Williams show that any round virtual knot is
the closure of infinitely many distinct long virtual knots.

1.6. Connected sum of virtual knots. In this section, we recall the operation of
connected sum for virtual knots and for knots in thickened surfaces. Given two virtual
knot diagrams, one can construct the connected sum, but it depends on the points
where the two diagrams are connected. Therefore, connected sum does not lead to a
well-defined operation on virtual knots; it depends on the diagrams used as well as
the placement of connection points.

For long virtual knots, connected sum is well-defined. Given two long virtual knot
diagrams D0 and D1, the connected sum is denoted D0#D1 and it is the long virtual
knot diagram obtained by concatenating the two knots with D0 on the left and D1

on the right. The operation respects Reidemeister equivalence and leads to a well-
defined operation on long virtual knots. The set of long virtual knots forms a monoid
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under connected sum, and the identity element is the long unknot. This monoid is
not commutative, see [Man08, Theorem 9].

For knots in thickened surfaces, the situation is similar. Given two knot diagrams
D0 on Σ0 and D1 on Σ1, the connected sum is defined but depends on how the
diagrams are connected. This does not lead to a well-defined operation; the result
depends on the diagrams used as well as the placement of the connection points.

For long knots in thickened surfaces, connected sum is well-defined. Given two long
knots (K0, q0) ⊂ Σ0 × I and (K1, q1) ⊂ Σ1 × I in thickened surfaces, the connected
sum is the long knot in (Σ0#Σ1) × I constructed by removing small disks centered
at qi from Σi for i = 0, 1, attaching a cylinder S1 × I to obtain Σ0#Σ1, and letting
K0#K1 be the knot obtained by connecting K0 to K1 using the two arcs {±1} × I.
The orientations of K0 and K1 are preserved in this construction, and the basepoint
of the long knot (K0#K1, q) is chosen to be the point (1, 1/2) on the cylinder S1× I.

2. The concordance group of virtual knots

In this section, we introduce two notions of concordance, one for virtual knots
and another for knots in thickened surfaces. Under connected sum, the concordance
classes of long virtual knots form a group denoted vC and called the concordance
group of virtual knots.

The main results established are Theorems 2.3 and 2.6. The first shows that two
long virtual knots are concordant if and only if their connected sum is slice. The
second gives an analogous result for Z/2 null-homologous knots in thickened surfaces.

We begin with a diagrammatic definition of concordance for virtual knots due to
Kauffman [Kau15]. This definition applies to both round and long virtual knots.
Definition 2.1. Two virtual knot diagrams D0 and D1 are said to be virtually
concordant if D0 can be transformed into D1 by a finite sequence of b births, d
deaths, s saddle moves, Reidemeister moves, and detour moves, such that s = b+ d.

A round or long virtual knot is virtually slice if it is virtually concordant to the
unknot.
Remark 2.2. (i) If two long virtual knots are virtually concordant, then their

closures are virtually concordant as round virtual knots.
(ii) The converse to (i) is not true. There exist long virtual knots which are

not virtually concordant but whose closures are virtually concordant as round
virtual knots.

(iii) A long virtual knot is virtually slice if and only if its closure is virtually slice
as a round virtual knot, see [BN17, Lemma 3.3].

The operation of connected sum is associative on long virtual knots and induces a
well-defined group operation on concordance classes. For a long virtual knot K, let
−K be the knot obtained by changing the crossings ofK and reversing the orientation.
Then K#(−K) can be seen to be virtually slice (see [Chr17, Theorem 1.2]), and so
−K is an inverse for K up to concordance. Thus, the concordance classes of long
virtual knots form a group under connected sum which is denoted vC and called the
concordance group of virtual knots.



8 HANS U. BODEN AND HOMAYUN KARIMI

Theorem 2.3. Let J and K be long virtual knots. Then J and K are virtually
concordant if and only if J#(−K) is virtually slice.

Proof. Let ' denote virtual concordance. Given long virtual knots J, J ′, K,K ′, with
J ' J ′ and K ' K ′, then it follows that J#K ' J ′#K ′. Thus, if J ' K, then
J#(−K) ' J#(−J), which is virtually slice. This gives one direction.

Now suppose J#(−K) is virtually slice. Since (−K)#K is also virtually slice, we
have

J ' J#((−K)#K) = (J#(−K))#K ' K.

This gives the other direction and completes the proof. �

Next, we recall a definition of concordance for knots in thickened surfaces due to
Turaev (cf. [Tur08, Section 2.1]).

Definition 2.4. Two oriented knots K0 ⊂ Σ0 × I and K1 ⊂ Σ1 × I are said to be
virtually concordant if there exists a compact, oriented 3-manifold W with ∂W =
−Σ0 ∪Σ1 and an annulus C properly embedded in W × I such that ∂C = −K0 tK1.

A knot K ⊂ Σ× I is said to be virtually slice if there exists a compact, oriented
3-manifoldW with ∂W = Σ and a disk D properly embedded inW×I with ∂D = K.

We also introduce a notion of concordance for spanning surfaces of knots in thick-
ened surfaces (cf. [BK21, Definition 5.1]).

Definition 2.5. Let K0 ⊂ Σ0 × I and K1 ⊂ Σ1 × I be knots with spanning surface
F0 and F1, respectively. Then F0 and F1 are said to be concordant if there exists
a compact oriented 3-manifold W with ∂W = −Σ0 ∪ Σ1 and a properly embedded
annulus C ⊂ W × I with boundary ∂C = −K0 ∪ K1 such that the closed surface
F0 ∪ C ∪ F1 bounds a compact unoriented 3-manifold V embedded in W × I.

The next theorem gives equivalent conditions for Z/2 null-homologous long knots
to be concordant. The first is in terms of sliceness of their connected sum, and the
second is in terms of admitting preferred spanning surfaces that are concordant in
the sense of Definition 2.5.

Theorem 2.6. Let (K0, q0) ⊂ Σ0 × I and (K1, q1) ⊂ Σ1 × I be Z/2 null-homologous
long knots. Then the following are equivalent:

(i) (K0, q0) and (K1, q1) are virtually concordant as long knots;
(ii) −K0#K1 is a virtually slice knot;
(iii) (K0, q0) and (K1, q1) admit preferred spanning surfaces F0 ⊂ Σ0× I and F1 ⊂

Σ1 × I, respectively, which are concordant as spanning surfaces.

Proof. The equivalence follows by showing that (i) ⇒ (ii) ⇒ (iii) ⇒ (i). Note that
(i) ⇔ (ii) is the analogue of Theorem 2.3 for knots in thickened surfaces.

Claim: (i)⇒ (ii). Suppose that (K0, q0) and (K1, q1) are virtually concordant long
knots. Then we have an oriented 3-manifold W with boundary ∂W = −Σ0 ∪Σ1, and
a properly embedded annulus C ⊂ W × I such that C ∩ (Σi × I) = Ki for i = 0, 1.
Then W contains a 3-ball of the form B3 = D × [0, 1] such that the intersection
B3 ∩ Σi = D × {i} is a 2-disk neighborhood containing qi for i = 0, 1. (Here, D =
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{(x, y) | x2 + y2 ≤ 1} is the standard 2-disk.) Let W ′ be the 3-manifold obtained by
removing B3 from W . Then ∂W ′ = Σ0#Σ1, and the intersection C ∩ (B3 × I) is the
band {(x, 0) | x ∈ [−1, 1]} × [0, 1]× {1

2
}. Removing this band from C gives a disk in

W ′ × I with boundary −K0#K1, which shows that −K0#K1 is virtually slice.
Claim: (ii)⇒ (iii). Suppose −K0#K1 is virtually slice. Let F ⊂ (−Σ0#Σ1)× I be

a preferred spanning surface for −K0#K1 with e(F ) = 0. Then there is an oriented
3-manifold W with boundary −Σ0#Σ1, and a slice disk D ⊂ W × I with boundary
−K0#K1. By Theorem 2.3 in [BK21], we can choose W and D so that the closed
surface E = F ∪D bounds a 3-manifold V embedded in W × I.

Choose an annulus S1 × I in −Σ0#Σ1 on which we have formed the connected
sum. Attach a 3-dimensional 2-handle to W whose attaching region is the given
annulus. Let W ′ denote the resulting oriented 3-manifold. Then it has boundary
∂W ′ = −Σ0 ∪ Σ1.

On the other hand, inW ′×I, consider the thickened 2-handleD2×I×I. It contains
a band b which when attached to the slice disk D results in an annulus C as seen in
Figure 2. Under attachment of the band b, the connected sum −K0#K1 changes to
the disjoint union K0 ∪K1. It follows that K0 and K1 are virtually concordant. Now
F = F0#bF1, where F0, F1 are spanning surfaces for K0, K1, respectively. It is easy to
check that F0 and F1 are preferred spanning surfaces for K0 and K1, respectively. We
have F0 ∪C ∪ F1 = F ∪D. Since F ∪D bounds the compact, unoriented 3-manifold
V ⊂ W × I, this shows that F0 and F1 are concordant as spanning surfaces.

W
′
× I

Σ0 Σ1

D
2
× I

K0 K1

K0 K1

C

Figure 2. On left, the manifold W ′ × I. On right, a slice disk D for
−K0#K1 with a band attached to form an annulus C.

Claim: (iii) ⇒ (i). This follows directly from Definitions 2.4 and 2.5. �

3. Mock Seifert matrices

In this section, we define the Gordon-Litherland linking form and the associated
mock Seifert matrix. We give a complete characterization of the set of mock Seifert
matrices that occur for Z/2 null-homologous knots in thickened surfaces.
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3.1. The Gordon-Litherland form. To begin, we recall the definition of the rela-
tive linking number, `k(J,K), for disjoint oriented simple closed curves J,K in the
interior of Σ× I.

If J ⊂ Σ× I is a knot, then the relative homology group H1(Σ× I r J,Σ×{1}) is
infinite cyclic generated by a meridian µ of J (for a proof, see [BGH+17, Proposition
7.1]). Given a second knot K ⊂ Σ× I disjoint from J , let [K] be its homology class
in H1(Σ× I r J,Σ× {1}). We define `k(J,K) to be the unique integer m such that
[K] = mµ. Equivalently, we can define `k(J,K) = J ·B, where B is a 2-chain in Σ×I
such that ∂B = K − v for some 1-cycle v in Σ × {1} and · denotes the intersection
number. Relative linking is not symmetric, indeed by [CT07, Section 1.2], we have

`k(J,K)− `k(K, J) = p∗(J) · p∗(K),

where p∗ : H1(Σ × I) → H1(Σ) is the map induced by projection p : Σ × I → Σ and
· denotes the intersection form on Σ. If J and K are given by diagrams on Σ, then
`k(J,K) is simply the number of times J crosses over K, counted with sign.

For a compact, connected, unoriented surface F ⊂ Σ× I, its normal bundle N(F )

has boundary a {±1}-bundle F̃ π−→ F , a double cover with F̃ oriented. The transfer
map τ : H1(F )→ H1(F̃ ) is defined by τ([α]) = [π−1(α)].

Definition 3.1. The Gordon-Litherland linking form is the map

LF : H1(F )×H1(F ) −→ Z

given by LF (α, β) = `k(τα, β) for α, β ∈ H1(F ).

The form in Definition 3.1 is closely related to the Gordon-Litherland pairing, as
defined in [GL78] and extended to links in thickened surfaces in [BK23, BCK22].
Given a compact, unoriented spanning suface F ⊂ Σ × I, the Gordon-Litherland
pairing is denoted

GF : H1(F )×H1(F ) −→ Z

and defined by setting

GF (α, β) = 1
2

(`k(τα, β) + `k(τβ, α))

(see [BK23, §2]). The pairing GF is clearly symmetric, and in fact it is the sym-
metrization of the form LF from Definition 3.1.

Remark 3.2. Although the form LF in Definition 3.1 is not symmetric, its restriction
to Ker(H1(F ) → H1(Σ × I)) is symmetric. In fact, LF (α, β) = LF (β, α) whenever
α ∈ Ker(H1(F )→ H1(Σ× I)). This follows from the formula LF (α, β) = GF (α, β) +
p∗(α) ·p∗(β), the fact that GF is symmetric, and the observation that p∗(α) ·p∗(β) = 0
whenever α ∈ Ker(H1(F ) → H1(Σ × I)). In particular, if K ⊂ S2 × I is classical,
then LF is symmetric.
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In [BCK22], the pairing GF is used to define certain invariants (signature, deter-
minant, and nullity) for links in thickened surfaces. The invariants are given by

σ(K,F ) = sig(GF ) + 1
2
e(F ),

det(K,F ) = | det(GF )|,
n(K,F ) = nullity(GF ),

(2)

where e(F ) is the normal Euler number of F given by

(3) e(F ) = − `k(K,K ′).

Here K ′ is a longitude for K that misses F and oriented compatibly with K. The
Euler number e(F ) is even and does not depend on the orientation of K.

The invariants σ(K,F ), det(K,F ), n(K,F ) in (2) depend on the spanning sur-
face F , but only on its S∗-equivalence class. Since knots K ⊂ Σ × I admit two
S∗-equivalence classes of spanning surfaces, they typically have two signatures, two
determinants, and two nullities. For long knots, one can associate a single signature,
determinant, and nullity by working with the S∗-equivalence class of their preferred
spanning surfaces.

The behavior of the signature invariant under virtual concordance was studied
in [BK21]. The next result is an immediate consequence.

Proposition 3.3. Suppose (K0, q0) and (K1, q1) are Z/2 null-homologous long knots
with det(K0) 6= 0 and det(K1) 6= 0. If (K0, q0) and (K1, q1) are virtually concordant
as long knots, then σ(K0) = σ(K1).

Proof. By Theorem 2.6, −K0#K1 is slice. Since n(−K0#K1) = n(K0) + n(K1) = 0,
then Theorem 3.2 in [BK21] implies that σ(−K0#K1) = σ(−K0) + σ(K1) = 0. The
results follows from [BCK22, Proposition 5.7]. �

Corollary 3.4. If K ⊂ Σ× I is a Z/2 null-homologous knot with spanning surfaces
F0, F1 with different signatures, i.e., such that σ(K,F0) 6= σ(K,F1), then K is not
virtually concordant to a classical knot.

The invariants in (2) correspond to certain combinatorial invariants of checkerboard
colorable virtual knots defined in terms of Goeritz matrices by Im, Lee, and Lee
in [ILL10]. Under the correspondence, the black and white surfaces switch roles, and
this is an instance of the principle of chromatic duality ; see Theorem 5.4, [BCK22].

3.2. Mock Seifert matrices. In this section, we introduce mock Seifert matrices.
We show that every mock Seifert matrix has odd determinant. The converse is true
and will be proved in Section 3.4.

Definition 3.5. If K ⊂ Σ× I is a Z/2 null-homologous knot with spanning surface
F ⊂ Σ× I, then an n× n integral matrix is said to be a mock Seifert matrix if it
has ij entry equal to `k(ταi, αj), where {α1, . . . , αn} is some basis for H1(F ).

Since the spanning surface F is not necessarily orientable, it may not be a Seifert
surface. Therefore, the matrix A may not be a Seifert matrix. This explains why we
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refer to it as a mock Seifert matrix. It represents the linking form LF with respect to
some basis for H1(F ), and under a change of basis, the matrix changes by unimodular
congruence, i.e., A changes to PTAP for a unimodular matrix P .

Note that if A is a mock Seifert matrix representing the form LF with respect
to some basis for H1(F ), then its symmetrization (A + AT)/2 is an integral matrix
representing the pairing GF .

Let F be a compact surface with connected boundary and

H =

[
0 1
1 0

]
and In =

1 0
. . .

0 1

 ,
the 2×2 hyperbolic matrix and the n×n identity matrix, respectively. Then accord-
ing to the classification of compact surfaces, the mod 2 intersection pairing of F is
represented either by H⊕g or In, depending on whether F is orientable or not. Here,
H⊕g is shorthand notation for the block diagonal 2g × 2g matrix

⊕g
i=1H.

In the following, all matrices are assumed to have integer entries. Let A be an
square integral matrix.

Proposition 3.6. If A is the mock Seifert matrix for some Z/2 null-homologous knot
in a thickened surface, then its mod 2 reduction is the intersection matrix for some
compact surface with connected boundary.

Proof. Suppose that A occurs as the mock Seifert matrix for a knot K ⊂ Σ× I with
spanning surface F . If F is orientable, then it is a once-punctured surface of genus
g. If F is not orientable, then it is a once-punctured surface as the connected sum of
n projective planes.

Let A be the Z/2 matrix obtained from the mod 2 reduction of A. We will show
that, up to congruence, A is equal to either H⊕g or In, depending on whether F is
orientable or not.

To see this, we write F as a 2-disk with n bands attached. The bands may be
twisted and knotted, and they may cross one another. If F is orientable, the bands
are attached with their feet alternating, and each band has an even number of half-
twists. If F is not orientable, the bands are attached with their feet unlinked and
each band has an odd number of half-twists. For i = 1, . . . , n, let αi be the simple
closed curve obtained by connecting the endpoints of the core of the i-th band with
a path in the disk. Then {α1, . . . , αn} is a basis for H1(F ). Up to congruence, A is
equal to the matrix with ij entry `k(ταi, αj).

If the i-th band crosses over the j-th band, then it alters Aij by ±2. (This is because
ταi effectively goes over αj twice.) Thus, A is not affected by band crossings. Thus,
the nonzero entries in A come from odd twisting of the bands and intersection points
of αi and αj in the disk. If F is orientable, then A = H⊕g. If F is non-orientable,
then A = In. This completes the proof. �

Of course, a square integral matrix A is the intersection matrix for a compact
surface with connected boundary if and only if its mod 2 reduction A is non-singular.



MOCK SEIFERT MATRICES AND UNORIENTED ALGEBRAIC CONCORDANCE 13

Notice that A is non-singular ⇔ detA = 1⇔ detA is odd. The next result is now a
direct consequence.

Corollary 3.7. If A is the mock Seifert matrix for some Z/2 null-homologous knot
in a thickened surface, then detA is odd.

Remark 3.8. If F is orientable, then it determines a Seifert surface for K, and we
can deduce this using an alternative argument. Let {α1, . . . , αn} be a basis for H1(F )
and V ± = `k(α±i , αj) be the positive and negative linking matrices. By Definition
7.6 of [BGH+17], the knot K has Alexander polynomial ∆K(t) = det(tV − − V +).
Clearly A = V + + V −. Therefore, detA = ∆K(−1), which is odd by Lemma 7.12
of [BGH+17].

3.3. Double branched covers. In this section, we show that the mock Seifert ma-
trix of a Z/2 null-homologous link L ⊂ Σ × I is a presentation matrix for H1(X2),
where X2 is the double cover branched along L constructed below.

We start by recalling the construction of the double cover X̂2 and the double
branched cover X2. Let X = (Σ × I r L)/Σ × {1} be the space obtained from
Σ × I r L by collapsing Σ × {1} to a point. Then X is a finite CW complex with
fundamental group π1(X) ∼= GL and first homology H1(X) ∼= H1(Σ× IrL,Σ×{1}).
Given a spanning surface F for L, we can define a homomorphism φ : π1(X) −→ Z/2
by sending any simple closed curve γ in X to its mod 2 intersection number with F .
Then φ is well-defined and surjective. Let X̂2 be the associated double cover of X
with π1(X̂2) isomorphic to ker(φ).

The double cover X̂2 can also be constructed geometrically as follows. Let F be
a spanning surface for L and N(F ) a closed regular neighborhood of F. Then N(F )

is orientable and has boundary ∂N(F ) = F̃ , the oriented double cover of F in case
F is non-orientable. Further, N(F ) is the mapping cylinder of the covering map
π : F̃ → F and hence is an I-bundle over F . If γ is a closed loop in F , then π−1(γ) is
a single loop if γ is orientation reversing and a union of two loops if γ is orientation
preserving.

Let W = X r IntN(F ), the result of cutting X along F . If F is non-orientable,
then F̃ is connected. Let t : F̃ → F̃ be the map that interchanges the two end points
of each fibre of the above I-bundle. Then t is a homeomorphism with t2 = 1, and
X = W/∼ where x ∼ t(x) for x ∈ F̃ = ∂N(F ).

The double cover X̂2 is constructed by taking two copies W0 and W1 of W , along
with copies F̃0 ⊂ W0 and F̃1 ⊂ W1 of F̃ , and identifying x ∈ F̃0 with tx in F̃1. The
double branched cover X2 is obtained from X̂2 by attaching solid tori to its boundary
components.

Theorem 3.9. Let L ⊂ Σ× I be a Z/2 null-homologous link and let X2 be the double
cover of Σ × I branched along L. If F ⊂ Σ × I is a spanning surface for L with
Gordon-Litherland form LF : H1(F ) ×H1(F ) → Z and mock Seifert matrix A, then
A is a presentation matrix for H1(X2).
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Proof. If F ′ is obtained by adding a half-twisted band to F , then their mock Seifert
matrices are related by A′ = A⊕ [±1]. In particular, the matrices A and A′ present
isomorphic modules. Therefore, if one of them is a presentation matrix for H1(X2),
then the other is too. Thus, we can assume F is non-orientable.

For any compact, connected surface F in the interior of Σ×I, the homology groups
H1(Σ× I r F,Σ× {1}) and H1(F ) are isomorphic; both are free abelian of the same
rank. In fact, there is a unique non-singular bilinear form

ϕ : H1(Σ× I r F,Σ× {1})×H1(F ) −→ Z

such that ϕ([a], [b]) = `k(a, b) for any oriented simple closed curves a and b in Σ×IrF
and F , respectively. The proof is similar to the classical case and makes use of the
Mayer-Vietoris sequence for the decomposition Σ× I = (Σ× I r F ) ∪ Int(N(F )).

Note that H1(W,Σ) ∼= H1(Σ × I r F,Σ × {1}), and consider the reduced Mayer-
Vietoris sequence for the decomposition X̂2 = W0 ∪W1 :

· · · // H1(W0 ∩W1)
α∗ // H1(W0,Σ0)⊕H1(W1,Σ1)

β∗ // H1(X̂2) // · · · .

The intersection W0 ∩ W1 is a copy of the surface F̃ , which is connected since
F is non-orientable. Thus, β∗ is surjective, and any matrix representative of α∗ is a
presentation matrix forH1(X̃2). To complete the proof, take a basis forH1(W0∩W1) ∼=
H1(F̃ ) and write out a representative for α∗. This is a standard argument similar to
the proof of [Lic97, Theorem 9.3]; the details are left to the reader. �

Corollary 3.10. Suppose F1, F2 ⊂ Σ × I are two (not necessarily S∗-equivalent)
spanning surfaces for a link L. Let A1, A2 be the corresponding mock Seifert matrices,
respectively. Then | det(A1)| = | det(A2)|.
Remark 3.11. Recall that det(A) can be interpreted as the order of H1(X2). For
knots, H1(X2) is finite of odd order, thus det(A) is always an odd integer. For links,
det(A) = 0 if and only if H1(X2) has infinite order. In any case, det(A) can be
computed as the determinant of the coloring matrix, cf. Proposition 3.1 [BK22]. It
follows that det(A) is a welded invariant of the link L. In fact, the same is true of
any link invariant derived from H1(X2).

3.4. Realizability of mock Seifert matrices. In this section, we prove a realiz-
ability result for mock Seifert matrices, showing that the converse to Proposition 3.6
(and Corollary 3.7) is true.

Theorem 3.12. A square integral matrix A is the mock Seifert matrix for some Z/2
null-homologous knot K in a thickened surface if and only if detA is odd.

Proof. Proposition 3.6 and Corollary 3.7 prove the statement in one direction, and
we explain the other implication.

Let A be a square integral matrix with detA odd. We will construct a Z/2 null-
homologous knot K and a spanning surface F whose mock Seifert matrix equals A.
Since the set of mock Seifert matrices is invariant under unimodular congruence, and
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since A is assumed to have non-singular mod 2 reduction A, it is enough to prove this
under the assumption that A is equal to H⊕g or In.

The proof in the two cases is similar, so assume A = In. (For the other case, see
Theorem 3.7 of [BCG20].)

The proof is by induction on n. In case n = 1, suppose A = [a] with a odd.
Consider the (2, a) torus knot K, and let F be an annulus with |a| half twists, where
the twists are right-handed if a > 0 and left-handed if a < 0. Then F is a spanning
surface for K, and its mock Seifert matrix is easily seen to be [a].

Now suppose n = 2 and consider the integral matrix

A =

[
a b
c d

]
,

where a, d are odd and b, c are even. We show how to realize A from a virtual spanning
surface with two bands as in Figure 3.

βα

a b, c d

Figure 3. A virtual spanning surface with n = 2.

Let α, β be the cores of the bands in Figure 3, and insert a, d half-twists into the
bands, using right-handed twists if a or d is positive and left-handed twists if a or
d is negative. (The fact that a, d are odd guarantees that ∂F is connected.) Also
insert band crossings into the bands, as in Figure 4, to ensure that `k(τα, β) = b and
`k(τβ, α) = c. (Here, it is important that b, c are even.)

The core curves {α, β} give a basis for H1(F ), and with respect to this basis the
linking form LF is represented by the matrix A.

The proof proceeds by induction. Let A be a square integral (n+1)×(n+1) matrix
whose mod 2 reduction is In+1. Let A1 be the n×n matrix obtained by removing the
last row and column from A and let b be the entry of A in the last row and column.
Thus,

A =

[
A1 ∗
∗ b

]
.

By induction, we have a virtual spanning surface F1 realizing A1, and Figure 5 depicts
a virtual band surface obtained by adding one band to F1. In the figure, bands are
represented by lines. The large box labelled A1 indicates what can be arranged by
induction. The curves {α1, . . . , αn+1} give a basis for H1(F ).
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α β

α β

`k(τα, β) = 2

α β

α β

`k(τβ, α) = 2

α β

α β

`k(τα, β) = −2

α β

α β

`k(τβ, α) = −2

Figure 4. The four types of band crossings.

α1

A1

· · · αn

· · ·
· · ·

αn+1

Figure 5. A virtual spanning surface for the inductive step.

The empty boxes in Figure 5 indicate twists and band crossings that need to be
inserted. For instance, we insert |b| half twists into the last band, and the twists
are right-handed if b > 0 and left-handed if b < 0. As well, we insert band crossings
between the last band and each of the other bands. The band crossings are selected as
in Figure 4 so that `k(ταn+1, αi) and `k(ταi, αn+1) agree with the entries in the last
row and column of A, respectively. It is now straightforward to verify that the surface
F has mock Seifert matrix A with respect to the basis {α1, . . . , αn+1} for H1(F ). �

Remark 3.13. For any virtual spanning surface F , one can compute the Euler number
e(F ) by taking a longitude K ′ that misses F and applying equation (3). If F is
orientable, then e(F ) = 0. In that case, b1(F ) = 2g is even. On the other hand, if F is
not orientable, let n = b1(F ). A direct computations reveals that e(F ) ≡ 2n (mod 4).
It follows that e(F ) is always even. This also shows that if e(F ) = 0 then b1(F ) is
even.

4. Mock Alexander polynomial and Levine-Tristram signatures

In this section, we introduce invariants derived from mock Seifert matrices, in-
cluding the mock Alexander polynomial and mock Levine-Tristram signatures. Both
are invariants of knots in thickened surfaces and depend a choice of spanning sur-
face. However, the spanning surface is not assumed to be orientable. We show that
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the invariants depend only on the S∗-equivalence class of the spanning surface. We
will also see that they take a very special form on slice knots. The mock Alexander
polynomial satisfies a Fox-Milnor condition and the mock Levine-Tristram signatures
vanish when the knot is slice.

4.1. Mock Alexander polynomial. In this section, we define the mock Alexander
polynomial associated to a Z/2 null-homologous knot in a thickened surface. The
polynomial depends on a choice of spanning surface, which is not assumed to be
orientable. We show that the mock Alexander polynomial depends only on the S∗-
equivalence of the spanning surface.

We begin with a purely algebraic definition of Alexander polynomial associated to
a square integral matrix.

Definition 4.1. If A is a square integral matrix, then its Alexander polynomial is
defined to be ∆A(t) = det(tA− AT).

Since a matrix and its transpose have the same determinant, we see that, for any
n× n integral matrix A, its Alexander polynomial satisfies

∆A(t−1) = det(t−1A− AT) = t−n det(AT − tA) = (−t)−n∆A(t).

In particular, in case n is even, we have ∆A(t) = tn∆A(t−1).
The Alexander polynomial is an invariant of the congruence class of A. If P is

unimodular, then
∆PTAP (t) = det

(
t(PTAP )− (PTAP )T

)
= det

(
PT(tA− AT)P

)
= ∆A(t),

since det(P ) = det(PT) = ±1.

Definition 4.2. An integral square matrix A is said to be metabolic if it is unimod-
ular congruent to a matrix in block form[

0 B
C D

]
,

where B,C,D are square matrices. If A is metabolic, then it must be of size 2n× 2n.

In [Lev69b], such matrices are called null-cobordant.

Lemma 4.3. If A is metabolic, then ∆A(t) = (−t)nf(t)f(t−1) for some polynomial
f(t) ∈ Z[t].

Proof. Since A is metabolic, there is a unimodular matrix P such that

PTAP =

[
0 B
C D

]
.

Since the Alexander polynomial is invariant under congruence, we have

∆A(t) = ∆PTAP (t) = det
(
t(PTAP )− (PTAP )T

)
= det

([
0 tB − CT

tC −BT tD −DT

])
.

Let f(t) = det(tB − CT). Then

(−t)nf(t−1) = (−t)n det(t−1B − CT) = det(tCT −B) = det(tC −BT),



18 HANS U. BODEN AND HOMAYUN KARIMI

and the result now follows. �

Let K be a Z/2 null-homologous knot in Σ× I and F a spanning surface for K.

Definition 4.4. The mock Alexander polynomial of (K,F ) is denoted ∆K,F (t)
and defined by

∆K,F (t) = det(tA− AT),

where A is the mock Seifert matrix associated to the Gordon-Litherland form LF .

The polynomial ∆K,F (t) is defined as a Laurent polynomial, i.e., an element in Λ =
Z[t, t−1, (1− t)−1], well-defined up to multiplication by units in Λ. If ∆1(t),∆2(t) ∈ Λ
are polynomials satisfying ∆1(t) = ±tk(1− t)`∆2(t) for some k, ` ∈ Z, then we write
∆1(t)

.
= ∆2(t).

Proposition 4.5. If K ⊂ Σ× I is a Z/2 null-homologous knot with spanning surface
F , then the Alexander polynomial ∆K,F (t) depends only on the S∗-equivalence class
of F . In other words, if F ′ is another spanning surface for K that is S∗-equivalent to
F , then ∆K,F (t)

.
= ∆K,F ′(t).

Proof. Let A be the mock Seifert matrix of LF with respect to a basis for H1(F ). If
F and F ′ are S∗-equivalent, then F ′ is obtained from F by a finite sequence of moves
of the three types.

The first move is ambient isotopy. Under an isotopy, A changes by congruence, and
the mock Alexander polynomial ∆K,F (t) is invariant under congruence.

The second move is to attach (or remove) a tube. Suppose F ′ is a surface obtained
from F by adding a tube to F . Then the mock Seifert matrix for LF ′ is

A′ =

A ∗ 0
∗ ∗ 1
0 1 0

 .
Therefore,

∆K,F ′(t) = det(tA′ − (A′)T) = det

tA− AT ∗ 0
∗ ∗ t− 1
0 t− 1 0

 ,
= ±(t− 1)2 det(tA− AT)

.
= ∆K,F (t).

The third move is to add (or remove) a half-twisted band. Suppose F ′ is the surface
obtained by adding a half-twisted band to F . Then the mock Seifert matrix for LF ′

is

A′ =

[
A 0
0 ±1

]
,

where the sign of the new entry is determined by whether the twist is right or left-
handed. Therefore,

∆K,F ′(t) = (t− 1)∆K,F (t)
.
= ∆K,F (t).

�
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In the next result, we show that the mock Alexander polynomial satisfies the Fox-
Milnor condition on virtually slice knots.

Theorem 4.6. If K ⊂ Σ × I is virtually slice and F is a spanning surface for K,
then there exists an integral polynomial f(t) such that ∆K,F (t)

.
= f(t)f(t−1).

Proof. Choose a spanning surface F with e(F ) = 0. By Remark 3.13, b1(F ) is even,
say b1(F ) = 2n. Suppose A is a mock Seifert matrix for LF . Then A has size 2n×2n.
Since K is virtually slice, Theorem 3.2 of [BK21] applies to show that A is metabolic,
and Lemma 4.3 applies to give the desired result. �

A local knot is a knot in Σ × I that is contained in some 3-ball. If K is a local
knot, then it admits a spanning surface F that is also contained in a 3-ball. Let
{α1, . . . , αn} be a basis for H1(F ), and A be its mock Seifert matrix. Then

LF (ταi, αj)−LF (ταj, αi) = p∗(αi) · p∗(αj) = 0,

where p : Σ × I → Σ is the projection. It follows that A = AT, and ∆K,F (t) =
(t− 1)n det(A)

.
= det(A). Thus ∆K,F (t) is just a constant polynomial.

This is also true for classical knots. In fact, for any knot K in S2 × I, it is not
difficult to show that its mock Alexander polynomial is a constant equal to det(K).

Suppose K ⊂ Σ×I is a Z/2 null-homologous knot and ξ ∈ H2(Σ×I,K;Z/2). The
crosscap number is denoted Cξ(K) and defined to be the minimum b1(F ) over all
nonorientable spanning surfaces F for K with [F ] = ξ (cf., Definition 1.7 [BCK22]).

For the next result, the span of a mock Alexander polynomial ∆K,F (t) is denoted
span(∆K,F (t)) and defined to be the difference between the highest and lowest degree
terms in ∆K,F (t) after factoring out (t− 1)`.

For example, the mock Alexander polynomial

∆K,F (t) = (t− 1)(3t2 + 2t+ 3)
.
= 3t2 + 2t+ 3

has span(∆K,F (t)) = 2.

Proposition 4.7. Let K ⊂ Σ × I be a Z/2 null-homologous knot and suppose ξ ∈
H2(Σ×I,K;Z/2). If F is a spanning surface forK with [F ] = ξ, then span(∆K,F (t)) ≤
Cξ(K).

Proof. Let F be a spanning surface for K and suppose n = b1(F ). Then the mock
Seifert matrix forLF is an integral matrix A of size n×n, and ∆K,F (t) = det(tA−AT)
has span at most n. �

Example 4.8. The alternating virtual knot K = 3.7 is shown in Figure 6, along with
checkerboard surfaces F and F ′. For the first surface, using the basis {α, β} for
H1(F ), we compute that LF has mock Seifert matrix

A =

[
−3 −2
0 −1

]
.

Hence
∆K,F (t) = 3t2 − 2t+ 3.
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α

β

α

β

γ

Figure 6. The alternating virtual knot 3.7 with checkerboard surfaces F
(left) and F ′ (right), and curves giving bases for H1(F ) and H1(F

′).

For the second surface, using the basis {α, β, γ} for H1(F
′), we compute that LF ′

has mock Seifert matrix

A′ =

1 0 −1
0 1 −1
1 1 1

 .
Thus

∆K,F ′(t) = (t− 1)(3t2 + 2t+ 3)
.
= 3t2 + 2t+ 3.

Since span(∆K,F (t)) = span(∆K,F ′(t)) = 2, Proposition 4.7 applies to show that this
knot has crosscap number Cξ(K) ≥ 2. ♦

If K ⊂ Σ × I is Z null-homologous and α ∈ H2(Σ × I,K;Z/2), then the Seifert
genus is denoted gα(K) and defined to be the minimum genus g(F ) over all orientable
spanning surfaces F for K with [F ] = α. The proof of the next result is similar to
Proposition 4.7 and left to the reader.

Proposition 4.9. Let K ⊂ Σ × I be a Z null-homologous knot and suppose α ∈
H2(Σ × I,K;Z/2). If F is an orientable spanning surface for K with [F ] = α, then
span(∆K,F (t)) ≤ 2gα(K).

We end this section by mentioning an interesting problem, which is to find necessary
and sufficient conditions for a polynomial ∆(t) to occur as ∆A(t) = det(tA−AT) for a
mock Seifert matrix A. There are three necessary conditions: (i) the mod 2 reduction
of ∆(t) is (t + 1)n, (ii) ∆(t) = tn∆(t−1), and (iii) ∆(1) = 0 if n is odd and ∆(1) is
a square divisible by 2n if n is even. We do not know whether these conditions are
sufficient.

The proofs of (i) and (ii) are elementary, and we sketch the proof of (iii). Assume
that A has mod 2 reduction In and set B = (A−AT)/2. Note that B is integral since
the off-diagonal entries of A are all even. Writing ∆A(t) = det((t−1)A+(A−AT)) and
evaluating at t = 1, we have ∆A(1) = det(A − AT) = det(2B) = 2n det(B). Since B
is skew-symmetric, det(B) = det(BT) = (−1)n det(B). If n is odd, then det(B) = 0,
whereas if n is even, a formula due to Cayley [Cay49] shows that det(B) = Pf(B)2,
where Pf(B) is the Pfaffian of B. The eigenvalues of B are purely imaginary and
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come in conjugate pairs. Thus, it follows that ∆A(1) is either zero (if n is odd) or a
square divisible by 2n (if n is even).

4.2. Mock Levine-Tristram signatures. In this section we introduce the mock
Levine-Tristram signature invariants for Z/2 null-homologous knots in thickened sur-
faces. These signatures depend on a choice of spanning surface, which is not assumed
to be orientable. We show that the mock Levine-Tristram signatures depend only on
the S∗-equivalence of the spanning surface.

We begin with a few algebraic observations. Suppose A is a mock Seifert matrix.
Let ω ∈ C be a complex number with |ω| = 1 and set Hω = (1 − ω)A + (1 − ω)AT.
Then Hω is a Hermitian matrix and has a well-defined signature.

Recall from Definition 4.1 that ∆A(t) = det(A− tAT).

Lemma 4.10. Let ω ∈ S1 r {1}. If ∆A(ω) 6= 0, then Hω is non-singular.

Proof. Clearly (ω− 1)(ωA−AT) = (1−ω)A+ (1− ω)AT = Hω. Thus, if ω 6= 1, then
∆A(ω) 6= 0 implies det(Hω) 6= 0, and so Hω is non-singular. �

Lemma 4.11. Let ω ∈ S1r{1}. If ∆A(ω) 6= 0 and A is metabolic, then sig(Hω) = 0.

Proof. By Lemma 4.10, Hω is non-singular. Since A is metabolic, we have a unimod-
ular matrix P such that

PTAP =

[
0 B
C D

]
.

Any non-singular Hermitian form that vanishes on a half-dimensional subspace has
signature zero, and that completes the proof. �

Let K ⊂ Σ × I be a Z/2 null-homologous knot and F a spanning surface for K.
In the following, e(F ) is the Euler number of F , which is given by equation (3). By
Remark 3.13, e(F ) is always even.

Definition 4.12. For ω ∈ S1 r {1}, the mock Levine-Tristram signature of
(K,F ) is denoted σK,F (ω) and defined by

σK,F (ω) = sig(Hω) + 1
2
e(F ),

where A is the mock Seifert matrix associated to the Gordon-Litherland form LF and
Hω = (1− ω)A+ (1− ω)AT.

Proposition 4.13. The Levine-Tristram signature σK,F (ω) of a knot depends only
on the S∗-equivalence class of F . In other words, if F ′ is another spanning surface
for K that is S∗-equivalent to F , then σK,F (ω) = σK,F ′(ω).

Proof. Let A be the mock Seifert matrix of LF with respect to a basis for H1(F ).
If F and F ′ are S∗-equivalent, then F ′ is obtained from F by a finite sequence of
moves of the three types. The first move is ambient isotopy. Under an isotopy, A
changes by congruence, and the Levine-Tristram signature σK,F (ω) is invariant under
congruence.
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The second move is to attach (or remove) a tube. Suppose F ′ is a surface obtained
from F by adding a tube to F . Then for ω = eiθ, we can write the mock Seifert
matrix of LF ′ as in the proof of Proposition 4.5 and deduce that

H ′ω =

(1− ω)A+ (1− ω)AT ∗ 0
∗ ∗ 2− 2 cos θ
0 2− 2 cos θ 0

 .
Since ω 6= 1, 2 − 2 cos θ 6= 0, and using this number and by a number of simultane-
ous row and column operations we can reduce H ′ω to the following matrix without
changing its signature.(1− ω)A+ (1− ω)AT 0 0

0 0 2− 2 cos θ
0 2− 2 cos θ 0

 .
The signature of this matrix equals sig

(
(1− ω)A+ (1− ω)AT

)
. Since adding a

tube does not change the Euler number e(F ), it follows that σK,F (ω) = σK,F ′(ω).
The third move is to add (or remove) a half-twisted band. Suppose F ′ is a surface,

obtained from F by adding a half-twisted band. Then the mock Seifert matrix of LF ′

is

A′ =

[
A 0
0 ±1

]
,

where the sign of the new entry is determined by whether the twist is right or left-
handed. Therefore,

H ′ω = (1− ω)A′ + (1− ω)(A′)T =

[
(1− ω)A+ (1− ω)AT 0

0 ±(2− 2 cos θ)

]
.

This matrix has signature sig((1−ω)A+(1−ω)AT)±1. Thus sig(H ′ω) = sig(Hω)±1,
whereas e(F ′) = e(F )∓ 2. It follows that σK,F ′(ω) = σK,F ′(ω). �

Theorem 4.14. Let ω ∈ S1r{1}. If K ⊂ Σ×I is a virtually slice knot with spanning
surface F and ∆K,F (ω) 6= 0, then σK,F (ω) = 0.

Proof. Since σK,F (ω) depends only on the S∗-equivalence class of F , by adding half-
twisted bands, we can arrange that e(F ) = 0. Let A be the mock Seifert matrix for
the Gordon-Litherland form LF . Since K is virtually slice, Theorem 3.2 of [BK21]
applies to show that A is metabolic. The result now follows from Lemma 4.11. �

Definition 4.15. For ω = eiθ ∈ S1, the average signature of K, denoted σavg
K,F (ω) and

defined as

σavg
K,F (ω) = 1

2

(
lim
η→θ−

sig(H(eiη)) + lim
η→θ+

sig(H(eiη)) + e(F )

)
.

Example 4.16. The knot K = 6.78358 is almost classical and therefore admits an
orientable spanning surface. Its Seifert matrices V + and V − are computed in [BCG20],
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and they determine the mock Seifert matrix by the simple formula A = V + + V −. In
particular, we have:

V + =


0 0 1 0
−1 1 0 0
−1 1 0 1
0 0 0 1

 , V − =


0 −1 0 0
0 1 1 0
0 0 0 0
0 0 1 1

 , A =


0 −1 1 0
−1 2 1 0
−1 1 0 1
0 0 1 2

 .
Thus

∆K,F (t) = 5t4 − 4t3 − 2t2 − 4t+ 5
.
= 5t2 + 6t+ 5.

Notice that ∆K,F (t) has roots (−3 ± 4i)/5 on the unit circle. The Levine-Tristram
signature σK,F (ω) jumps from 0 to 2 at the roots. ♦

5. Unoriented algebraic concordance

In this section, we construct the concordance group mGZ of mock Seifert matrices
and define an analogue of the Levine homomorphism, which is a surjection λ : vC →
mGZ. We define algebraic sliceness for long knots in thickened surfaces. We also show
that mGZ is large by showing that it contains an infinite linearly independent subset.
In fact, we will see that mGZ contains a subgroup isomorphic to Z∞ ⊕ (Z/2)∞ ⊕
(Z/4)∞.

5.1. Admissible matrices. In this section, we define the set of admissible matrices,
which is a subset of the set of mock Seifert matrices.

A square integral matrix is said to be even if each of its diagonal entries is an
even integer. Otherwise, it is said to be odd. The sets of even and odd matrices are
invariant under unimodular congruence. In particular, a mock Seifert matrix A is
even if and only if its mod 2 reduction is unimodular congruent to H⊕g; and it is odd
if and only if its mod 2 reduction is unimodular congruent to In.

For any mock Seifert matrix A, the entries of A + AT and A − AT are all even
integers. This is evidently true if A reduces mod 2 to H⊕g or In, and it is preserved
under unimodular congruence. Thus, if A is a mock Seifert matrix, then (A+AT)/2
and (A − AT)/2 are both integral matrices, and of course (A + AT)/2 is symmetric
and (A− AT)/2 is skew-symmetric.

Next, we introduce the set of admissible matrices.

Definition 5.1. A square integral n × n matrix A is said to be admissible if it is
the mock Seifert matrix for some Z/2 null-homologous knot in a thickened surface
with spanning surface F such that e(F ) = 0.

The set of admissible matrices is invariant under unimodular congruence. By Re-
mark 3.13, it follows that any admissible matrix must have an even number of rows.

Let A be an admissible matrix, and assume A is odd of size n × n, where n is
even. Then it represents the linking form LF for a non-orientable surface F with
b1(F ) = 2m, where n = 2m. By the classification of compact surfaces with connected
boundary, F can be described as a disk with 2m bands attached as in Figure 8.
The bands are attached in pairs with their feet alternating. Each band except the
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(2m− 1)-st is attached with an even number of half twists, and the (2m− 1)-st band
has an odd number of half twists. Let α1, . . . , α2m be the cores of the bands, and let
A be the mock Seifert matrix of LF with respect to the basis α1, . . . , α2m for H1(F ).
Then A has mod 2 reduction equal to H⊕(m−1) ⊕K, where

(4) H =

[
0 1
1 0

]
and K =

[
1 1
1 0

]
.

Writing A = (aij) for 1 ≤ i, j ≤ n, a direct calculation (see Figure 7) shows that F
has Euler number equal to ann. In particular, an integral matrix of size n × n and
odd type is admissible if and only if (i) n is even, (ii) it is unimodular congruent to
a matrix A whose mod 2 reduction is H⊕(m−1) ⊕K, and has ann = 0.

Figure 7. In the three pictures on the left, the contribution to the Euler
number is zero. In the two pictures on the right, the contribution to the
Euler number is 4 and −4, respectively.

α2α1

· · ·

· · ·

· · ·α4α3 α2mα2m−1

Figure 8. Each band except the (2m− 1)-st has an even number of half twists.

The next result summarizes the conditions satisfied by admissible mock Seifert
matrices.

Proposition 5.2. Let A be an n×n integral matrix with n even and detA odd. Then
A is a mock Seifert matrix. If A is an even matrix, then it is automatically admissible
(since it is the mock Seifert matrix for an orientable surface).

If A is an odd matrix, then up to unimodular congruence, its mod 2 reduction is
equal to H⊕(m−1) ⊕K, where H,K are the 2 × 2 matrices in equation (4) above. In
that case, if ann = 0, then A is admissible.

Conversely every admissible matrix A is an n× n integral matrix with n even and
detA odd that is unimodular congruent to one of the above two types.
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5.2. The concordance group of matrices. In this section, we recall the notion
of concordance for matrices and construct the concordance group mGZ of admissible
mock Seifert matrices, following Levine [Lev69b].

Recall from Definition 4.2 that an integral square matrix A of size 2n× 2n is said
to be metabolic (or null-concordant) if it is unimodular congruent to a matrix in
block form [

0 B
C D

]
,

where B,C,D are square n× n matrices.
Given two square matrices A and B, the block sum is defined to be the matrix

A⊕B =

[
A 0
0 B

]
.

The matrices A and B are said to be concordant if the block sum A ⊕ (−B) is
metabolic. (Such matrices are called cobordant in [Lev69b].)

Concordance defines a relation on admissible matrices where A ∼ B if A⊕ (−B) is
null-concordant. It is easy to see that ∼ is reflexive and symmetric, and a straightfor-
wardWitt cancellation argument shows that∼ is transitive. Let A,B,C be admissible
matrices with A ∼ B and B ∼ C. Then (A⊕−B)⊕ (B⊕−C) and N = B⊕−B are
null-concordant. Since N has det(N) = det(B)2 6= 0, Lemma 1 of [Lev69b] applies to
show that A⊕−C is also null-concordant. It follows that A ∼ C.

The set of admissible matrices is closed under the operation A ⊕ B of block sum.
Therefore, the set of concordance classes of admissible matrices forms an abelian
group under block sum. This group is denoted mGZ and called the concordance
group of mock Seifert matrices.

5.3. Mock algebraically slice knots. In this section, we define mock algebraic
sliceness for long knots in thickened surface. We will also prove a lemma that is
useful in showing the Levine homomorphism is well-defined.

Definition 5.3. A Z/2 null-homologous long knot (K, q) is said to be mock alge-
braically slice if its mock Seifert matrix A is null-concordant. Here A is the matrix
representative of LF for F a preferred spanning surface for K with e(F ) = 0.

Theorem 5.4. Let (K, q) be a Z/2 null-homologous long knot in Σ× I. If (K, q) is
virtually slice, then it is mock algebraically slice.

Proof. Assume K is virtually slice and F is a spanning surface for K with e(F ) = 0.
Then the proof of Theorem 3.2 in [BK21] implies that there is a basis {α1, . . . , α2n}
for H1(F ) such that LF (ταi, αj) = 0 for 1 ≤ i, j ≤ n. If A is the mock Seifert matrix
for LF , this shows that A is null-concordant and the result follows. �

Recall that a classical knot is said to be algebraically slice if it admits a Seifert
matrix which is null-concordant. If K is a classical knot and V is a Seifert matrix
for K, then the matrix A = V + V T obtained by symmetrizing V is a mock Seifert
matrix for K. Clearly if V is null-concordant, then so is V + V T. Therefore, any
classical knot that is algebraically slice is necessarily mock algebraically slice. The
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converse is not true, and one can easily find examples of classical knots that are mock
algebraically slice but not algebraically slice.
Lemma 5.5. Let (Ki, qi) be a Z/2 null-homologous long knot in Σi×I for i = 0, 1, and
let Fi be a preferred spanning surface for Ki with e(Fi) = 0. Let Ai be the associated
mock Seifert matrix for Ki, which is admissible. If K0 and K1 are virtually concordant
as long knots, then the matrices A0 and A1 are concordant.
Proof. Consider the connected sum −K0#K1, with spanning surface F0#bF1 given
by the boundary connect sum of F0 and F1. Then e(F0#bF1) = e(F0) + e(F1) = 0. A
direct computation shows that −K0#K1 has mock Seifert matrix equal to −A0⊕A1.
By Theorem 2.6, −K0#K1 is virtually slice, and the proof of Theorem 3.2 in [BK21]
applies to show that −A0 ⊕ A1 is null-concordant. It follows that A0 is concordant
to A1. �

5.4. Levine homomorphism. In this section, we will define an analogue of the
Levine homomorphism λ : vC −→mGZ. This map is most naturally defined on the
subgroup
(5) vC2 = {[(K, q)] | K is a Z/2 null-homologous long knot} ⊂ vC

consisting of concordance classes of Z/2 null-homologous long knots, where it sends
the long knot to its associated mock Sefert matrix in mGZ. It is extended to a map
on vC by precomposing with the surjection ϕ2 : vC −→ vC2 induced by parity
projection. This will be explained in Section 6. For now, we just show that there is
a well-defined surjection defined on vC2.

Let (K, q) be a Z/2 null-homologous long knot in Σ× I, and let F be a preferred
spanning surface for (K, q) with e(F ) = 0. (This can be arranged by adding half-
twisted bands.) Let A be the mock Seifert matrix of LF in some basis for H1(F ).
Notice that A is an integral matrix of size 2n × 2n, since b1(F ) = 2n is necessarily
even, cf. Remark 3.13, and that A is admissible. The map λ is then defined by
sending the concordance class of (K, q) to the concordance class of A.

To see that this map is well-defined, apply Lemma 5.5 to show that the concordance
class of A in mGZ depends only on the concordance class of (K, q). Thus we obtain
a well-defined map λ : vC2 −→ mGZ, which one can easily see is a homomorphism.
A further application of Proposition 5.2 shows that λ is a surjection.

5.5. The concordance group of rational matrices. For classical knots, Levine
proved that the map GZ → GQ is injective, where GZ and GQ denote the integral and
rational algebraic concordance group of Seifert matrices, respectively. In this section,
we will prove an analogous result for the concordance groups of mock Seifert matrices.

We begin by introducing the concordance group of 2n × 2n matrices over an ar-
bitrary field F. A non-singular 2n × 2n matrix A with entries in F is said to be
F-metabolic (or F-null-concordant) if the corresponding form vanishes on an n-
dimensional subspace of F2n. Equivalently, A is metabolic if there is a non-singular
matrix P over F such that

PAPT =

[
0 B
C D

]
,
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where B,C,D are square n× n matrices over F.
Two non-singular square matrices A and B over F are said to be F-concordant

if A ⊕ (−B) is F-metabolic. In that case, we write A ∼F B. It is not difficult to
verify that ∼F determines an equivalence relation on non-singular 2n × 2n matrices
over F. (See Theorem 3.4.4 in [LN16] for a detailed proof.1 ) Under block sum ⊕, the
set of F-concordance classes of non-singular 2n× 2n matrices forms an abelian group
denoted mGF and called the concordance group of matrices over F. In the case
F = Q, this group is denoted mGQ and called the concordance group of rational
matrices.

The next result is the analogue for concordance groups of mock Seifert matrices
of [Lev69b, Lemma 8].

Theorem 5.6. The natural map mGZ → mGQ induced by inclusion is an injective
homomorphism.

For a proof that carries over to our setting, see Theorem 3.4.12 in [LN16] (cf.,
[Lev69a]). Note that our set of admissible matrices is different from [LN16] and
[Lev69a]. Levine considers matrices A satisfying det((A−AT)(A+AT)) 6= 0, and he
shows that every concordance class admits a non-singular representative, see [Lev69a,
Lemma 8] and [LN16, Theorem 3.4.10]. By Corollary 3.7, every admissible matrix
has detA odd, therefore A is automatically non-singular over Q.

Levine also defined an isomorphism GQ → GQ, where GQ denotes the group of Witt
classes of isometric structures, see [Lev69a, Theorem 8]. He showed that a class in
GQ is trivial if and only if it is trivial in GF for F = R and F = Qp for all primes p,
where Qp is the field of p-adic rationals. This leads to a complete list of invariants
for GQ which Levine used to prove that GQ is isomorphic to Z∞⊕ (Z/2)∞⊕ (Z/4)∞.
Stolzfus proved that GZ is also isomorphic to Z∞ ⊕ (Z/2)∞ ⊕ (Z/4)∞ [Sto77].

If A is an admissible mock Seifert matrix, then since detA is odd, A is invertible
over Q. Set Q = (A + AT)/2 and S = (AT)−1A. Then Q is a bilinear pairing and S
satisfies

ST(A+ AT)S = ATA−1(A+ AT)(AT)−1A,

= ATA−1A(AT)−1A+ ATA−1AT(AT)−1A,

= A+ AT.

It follows that Q(Sx, Sy) = Q(x, y) for all x, y ∈ Qn. Thus S is an isometry for the
bilinear pairing Q.

We can now consider isometric structures (V,Q, S), where Q is a symmetric bilinear
form on V and S is an isometry of V . Let mGQ be the group of concordance classes of
isometric structures. The characteristic polynomial is ∆S(t) = det(tI − S). Given A,
we can associate Q = (A+AT)/2 and S = (AT)−1A, and this defines a homomorphism

1According to Definition 3.4.1 in [LN16], in constructing GF, they only consider matrices such
that A + AT and A − AT are non-singular. For instance, in Lemma 3.4.5 in [LN16], they prove
Witt cancellation under the assumption that N −NT is non-singular. But Lemma 1 from [Lev69b]
indicates that Witt cancellation holds more generally.
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mGQ →mGQ. If det(S + I) 6= 0, then we can recover A from (Q,S) by the formula

A = 2QS(S + I)−1.

For this to work, we require

det(S + I) = det((AT)−1A+ I) = det((AT)−1) det(A+ AT) 6= 0.

This is equivalent to the condition that ∆S(−1) 6= 0. This condition is not always
satisfied in our setting.

5.6. The concordance group of matrices is large. In this section, we show that
mGZ contains a subgroup isomorphic to Z∞ ⊕ (Z/2)∞ ⊕ (Z/4)∞.

We begin by showing that mGZ contains an infinite linearly independent set. For
classical knots, this was proved by Levine [Lev69b, Proposition 6] and independently
by Milnor [Mil68, Theorem in §5]. Our proof makes use of the mock Levine-Tristram
signatures.

Proposition 5.7. The group mGZ contains an infinite linearly independent set.

Proof. Consider the matrix

Ak =

[
k 1
−1 k

]
.

If k is even, then Ak is admissible. For ω ∈ S1, let σk(ω) = sig((1−ω)Ak+(1−ω)AT
k ).

Notice that σk(−1) = 2 if k > 0.
Let Sk be obtained from S1 by removing the points

(
1− 2

k2+1

)
± i
(

2k
k2+1

)
, and let

Nk be the component of Sk containing −1. Then σk is constant on the components
of Sk. If k > 0, then σk(−1) = 2, and it follows that σk(ω) = 2 for all ω ∈ Nk. Note
also that σk(ω) = 0 for all ω ∈ Sk rNk.

Assume now that k is even. Observe that N2 ⊂ N4 ⊂ · · · ⊂ Nk ⊂ Nk+2 ⊂ · · · , and
the inclusions are proper. We claim that the set {A2j}∞j=1 is linearly independent in
mGZ. To prove the claim, it is enough to show that every finite subset {A2j}mj=1 is
linearly independent.

Suppose to the contrary that A =
⊕m

j=1 λ2jA2j is null-concordant. Then A is non-
singular, and sig((1 − ω)A + (1 − ω)AT) = 0 for all ω ∈ ⋂m

j=1 S2j. We can further
assume that λ2m 6= 0. If ω ∈ N2m rN2m−2, then sig((1− ω)A+ (1− ω)AT) = 2λ2m,
which is a contradiction. �

Proposition 5.7 implies that mGZ contains a copy of Z∞. The next result shows
that mGZ also contains copies of (Z/2)∞ and (Z/4)∞.

Proposition 5.8. The group mGZ contains copies of (Z/2)∞ and (Z/4)∞.

Proof. The argument uses the facts that (i) the set of primes with p ≡ 1 mod 4 is
infinite, and (ii) the set of primes with p ≡ 3 mod 4 is also infinite. We use (i) to show
that mGZ contains a copy of (Z/2)∞ and (ii) to show it contains a copy of (Z/4)∞.

Let Diag(p, q) denote the diagonal 2 × 2 matrix with entries p, q. For instance, if
p, q are distinct primes with p ≡ q ≡ 1 (mod 4), then the matrix A = Diag(−p, q) is
admissible and has order 2 in mGZ. To see that A ⊕ A is null-concordant, observe
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that when p ≡ 1 (mod 4), −1 is a square in Fp, the finite field of order p. Therefore,
Diag(p, p) is Witt equivalent to Diag(p,−p), which is easily seen to be null-concordant
(see [LN16, Appendix A.2, p.180]).

Let {pi | 1 ≤ i <∞} be an infinite sequence of increasing primes with pi = 4ki + 1.
Consider the family of 2 × 2 matrices {A(i) | 1 ≤ i < ∞} given by setting A(i) =
Diag(−pi, pi+1). Notice that A(i) is an admissible matrix of order two in mGZ.

We claim that the matrices {A(i) | 1 ≤ i < ∞} generate a copy of (Z/2)∞ in
mGZ. To prove the claim, consider the element A = A(1) ⊕ A(2) ⊕ · · · ⊕ A(n).
Using a telescoping argument together with the observation that Diag(−pi, pi) is null-
concordant, one can show that A is concordant to Diag(−p1, pn+1), which is nontrivial
of order two in mGZ.

Actually, we need to prove the following more general statement. Suppose 1 ≤ i1 <
i2 < · · · < in and consider the element A = A(i1)⊕A(i2)⊕· · ·⊕A(in). We claim that
A is a nontrivial element of order two in mGZ. The largest prime factor of det(A)
is pn+1. While it divides det(A), its square (pn+1)

2 does not. Therefore, det(A) is
not a perfect square, and it follows that A is not null-concordant. Thus the matrices
{A(i) | 1 ≤ i <∞} generate a copy of (Z/2)∞ in mGZ.

The same method can be used to show that mGZ contains a copy of (Z/4)∞. We
sketch the argument using (ii).

First, observe that if p, q are distinct primes and with p ≡ q ≡ 3 (mod 4), then
A = Diag(−p, q) has order four in mGZ. For this, we again refer to [LN16, Appendix
A.2, p.180].

Now let {pi | 1 ≤ i < ∞} be an infinite sequence of increasing primes with
pi ≡ 3 (mod 4) for 1 ≤ i <∞. Set A(i) = Diag(−pi, pi+1) and consider the family of
2 × 2 matrices {A(i) | 1 ≤ i < ∞}. Each A(i) is an admissible matrix of order four
in mGZ.

Then in a similar way, one can prove that the matrices {A(i) | 1 ≤ i <∞} generate
a copy of (Z/4)∞ contained in mGZ. The details are left to the reader. �

The natural map from GZ, the classical algebraic concordance group to mGZ, the
concordance group of mock Seifert matrices is induced by symmetrization. Namely,
the map GZ →mGZ is given by V 7→ V + V T, where V is a Seifert matrix. It is an
interesting problem to describe the image of this map.

For instance, if K is a classical knot with signature σ(K) = 0, then we conjecture
that it maps to a torsion element in mGZ. (It is clear that any knot with σ(K) 6= 0
has infinite order in mGZ.) We claim that the image of GZ →mGZ contains a copy
of (Z/2)∞. Does it also contain a copy of (Z/4)∞?

Example 12.2.14 in [Kaw96] describes a family of knots Kn, n ≥ 1 which all have
order two in C . They generate a copy of (Z/2)∞ in C . Since C → vC is injective,
they also generate a copy of (Z/2)∞ in vC. We claim that they generate a copy of
(Z/2)∞ in mGZ as well.

Consider the knot K = Kn1#Kn2# · · ·#Kn`
, where 1 ≤ n1 < n2 < · · · < n`. Then

det(K) = (4n2
1 + 1)(4n2

2 + 1) · · · (4n2
` + 1). If ni are chosen so that n2

i + 1 is prime,
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then it follows that [K] is nontrivial in mGZ. Thus the family of knots Kn, n ≥ 1
generates a copy of (Z/2)∞ in the image of GZ →mGZ.

6. Parity projection and the concordance group of virtual knots

In this section, we introduce parity and use it to describe certain natural subgroups
of the concordance group vC of virtual knots. For a full account on parity, see
[Man10, IMN11,Nik13].

A parity is a family of functions {fD}, one for each virtual knot diagram D. Each
is a function on the set {c} of classical crossings of D and taking values in the set
{0, 1}. Crossings with fD(c) = 0 are called even, and crossings with fD(c) = 1 are
called odd. The family of functions {fD} is required to satisfy the following axioms.

◦ Under a detour move, the parity of each crossing is unchanged.
◦ Under a Reidemeister move, the parity of every crossing that is not involved in
the move is unchanged.
◦ If c is a crossing that is eliminated in a Reidemeister I move, then c is even.
◦ If c1, c2 are crossings that are eliminated in a Reidemeister II move, then fD(c1) =
fD(c2).
◦ If c1, c2, c3 are three crossings involved in a Reidemeister III move relating D and
D′, then fD(ci) = fD′(ci) for i = 1, 2, 3. In addition, either {c1, c2, c3} are all even,
or they are all odd, or exactly two of them are odd.

Given a parity f , there is a map called parity projection, which is denoted Pf and
defined by replacing odd crossings with virtual crossings. On the level of virtual knot
diagrams, every odd crossing is virtualized, i.e., .

In [Man10], Manturov proved that if D and D′ are related by Reidemeister moves,
then so are Pf (D) and Pf (D′). It follows that parity projection induces a well-defined
map on the level of virtual knots. Evidently, Pf (D) = D if and only if every crossing
of D is even. Further, under repeated application, the diagram P k

f (D) eventually
contains only even crossings, at which point it stabilizes. The map P∞f = limk→∞ P

k
f

is called stable projection.
There are many different parity functions. The simplest examples are the Gaussian

parities, defined next.
The mod n Gaussian parity is denoted fn and defined for n > 1 by

fn(c) =

{
0 if ind(c) ≡ 0 (mod n),
1 otherwise.

It is easy to check that fn satisfies the parity axioms. Let Pn denote parity projection
with respect to fn. Then Pn(D) = D if and only if D is mod n almost classical. Here,
recall that a diagram D is said to be mod n almost classical if ind(c) ≡ 0 (mod n)
for all c in D (see Section 1.3 for the formula for ind(c)). Note that a diagram D is
mod 2 almost classical if and only if it is checkerboard colorable.
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The total Gaussian parity is denoted f0 and defined by

f0(c) =

{
0 if ind(c) = 0,
1 otherwise.

It is easy to see that f0 satisfies the parity axioms. Let P0 denote parity projection
with respect to f0. Then P0(D) = D if and only if D is almost classical.

The parity projection maps Pn and P0 can also be defined for long virtual knots.
By Theorem 5.11 in [BCG20], they respect concordance. Specifically, if K0 and K1

are concordant virtual knots, then Pn(K0) and Pn(K1) are concordant, as are P0(K0)
and P0(K1).

Let P∞n = limk→∞ P
k
n and P∞0 denote the stable parity projection maps with respect

to the mod n Gaussian parity fn and the total Gaussian parity f0. Stable projection
P∞2 induces a surjective homomorphism

ϕ2 : vC −→ vC2,

where vC2 is the subgroup of vC defined in (5) consisting of concordance classes of
Z/2 null-homologous long knots. Alternatively, vC2 can be viewed as the subgroup
of concordance classes of checkerboard colorable long virtual knots. The odd writhe
vanishes on checkerboard colorable knots and is a concordance invariant. Therefore,
vC2 is a proper subgroup of vC.

Likewise, stable projection P∞0 induces a surjective homomorphism

ϕ0 : vC −→ vC0,

where
vC0 = {[(K, q)] | K is a Z null-homologous long knot}

is the subgroup of vC consisting of concordance classes of Z null-homologous long
knots. Alternatively, vC0 can be viewed as the subgroup of concordance classes of
almost classical long virtual knots. Every classical knot is almost classical, and every
almost classical knot is checkerboard colorable. These observations imply that there
are inclusion maps, each of which is proper:

C ( vC0 ( vC2 ( vC.

Consider the surjections ϕ0 : vC → vC0 and ϕ2 : vC → vC2 induced by stable
projection. Let N0 = ker(ϕ0) and N2 = ker(ϕ2) be the normal subgroups given by
the kernels of ϕ0 and ϕ2, respectively. They lead to two short exact sequences:

1→ N0 −→ vC −→ vC0 → 1,

1→ N2 −→ vC −→ vC2 → 1.
(6)

The inclusion maps vC0 ↪→ vC and vC2 ↪→ vC give splittings of the sequences in
(6), and it follows that vC can be written as a semidirect product in two ways:

(7) vC = N0 o vC0 = N2 o vC2,

where vC0 acts on N0 by conjugation, and vC2 acts on N2 by conjugation.
The subgroup N0 consists of concordance classes of virtual knots whose image

[P∞0 (K)] is virtually slice. In particular, any virtual knot K containing only chords
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with nonzero index has its concordance class lying in N0. More generally, given a
virtual long knot K, the connected sum K# (−P∞0 (K)) lies in N0, and every element
of N0 is concordant to a virtual long knot of this form.

Turaev’s polynomial invariants u±(K) are concordance invariants (see [Tur08]), and
the coefficients of the nonzero degree terms vanish on vC0. These invariants imply
that N0 is infinitely generated.

Analogously, the subgroup N2 consists of concordance classes of virtual knots whose
image [P∞2 (K)] is virtually slice. In particular, any virtual knot K containing only
chords with odd index has its concordance class lying in N2. More generally, given a
virtual long knot K, the connected sum K# (−P∞2 (K)) lies in N2, and every element
of N2 is concordant to a virtual knot of this form.

Since u±(K) are concordance invariants, and since the coefficients of their odd
degree terms vanish on vC2, it follows that N2 is infinitely generated.

Although the concordance group vC of virtual knot is not abelian [Chr22], the
operation of connected sum K0#K1 is commutative if either K0 or K1 is classical.
Therefore the concordance group C of classical knots lies in the center of vC and
there is a central extension

C −→ vC −→ Q

with quotient group Q. In fact, there are central extensions
C −→ vC0 −→ Q0 and C −→ vC2 −→ Q2

with quotient groups Q0 and Q2.
Turaev’s polynomials u±(K) apply to show that Q and Q2 are both infinitely

generated. Proposition 5.7 applies to show that Q0 is also infinitely generated. It
would be interesting to know more about the structure of the groups Q,Q0 and Q2.

An algorithm for computing mock Seifert matrices has recently been developed by
Damian Lin. The input is an alternating Gauss code, and it determines the Tait
graphs, Gordon-Litherland forms, and mock Seifert matrices for both checkerboard
colorings, see [Lin23].
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